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IpeauciaoBue

JlanHoe  y4eOHO-METOIMYecKOoe I0oco0HMe MpenHa3HaueHo  Juis
CTYAGHTOB BTOpOro Kkypca daxyiaprera BMuK wu sBisercs
npoaobkeHneM mepBoro Beimycka “English Reader for Computer
Science” mist CTYZCHTOB TIEPBOTO Kypca.

Marepuan mocobus CrpynmupoBaH MO TeMaM, KaKaas U3 KOTOPBIX
BKJIFOYAET TEKCTHl M pa3pabOTKM K HUM. TeKCThl MocoOus
NpPECTABISIFOT  COOOW OpPUTHMHAJBHBIC MaTepHalbl, B3ATHIC W3
AMCPUKAaHCKUX U AHTIIUNCKUX HpO(i)eCCI/IOHaJH)HBIX HUCTOYHHUKOB
nocnenaux Jer. CTpykTypa BcCeX pas3lieloB Y4eOHOTO MOcoOms
OAHOTHUIIHA: TCKCT C MNPEAIICCTBYIOIIUM €MY CIHCKOM aKTHUBHOH
JICKCUKM KW C HNOCICAYIOIIUMHU 3aJaHUSIMU. 3aI[aHI/I$I K TEKCTaM
HalpaBJIeHbl HAa PAa3BUTHE Yy CTYACHTOB HABBIKOB UTCHUS U
nepeBojia, a TAaKKe MUCBMEHHBIX M YCTHBIX (opMm oOOIeHHs W
JTCKYCCHH.

B kon11e mocoOust gaHbL:
- CIIMCOK UCIOJIb3yEMBIX COKpAILEHUIN
- u npuioxkenue “Appendix”, momoraromiee CTyIeHTaM BTOPOTO

Kypca HayuduThcs MUcaTh pedeparsl Mo CBOEH CHENHAIbHOCTH Ha
AHTJIUICKOM A3BIKE.

HoBbiIM B  y4eOHO-METOJMUECKOM MOCOOMH ISl CTYJICHTOB
BTOPOTO Kypca CpPaBHHUTEIbHO C IEPBBIM H3AAHUEM 3TOW CEpUU
ABIsieTCs Takke mpuioxkeHue “Revision Tests”, mo3Bosstomiee
IPOBEPUTh YCBOEHHWE CTYJEHTaMH JIEKCHMYECKOro MaTepuala,
IPE/ICTABICHHOI0 B TEKCTaX MOCOOuS.

Ot penakropa
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Database Management

Key vocabulary :

1 Database - 6a3a qaHHBIX

2 Data redundancy - #30bITOYHOCTB JaHHBIX

3 Data integrity - eJI0CTHOCTb JaHHBIX

4.  Update (v.) - u3BMEHATh, MOAU(PHUITUPOBATH

5 Storage (n.) - mamsTh, XpaHeHHUE UHPOPMAITHH

6 Indexing (n.) - mHACKCAIIHAS

7 Data Base Management System (DBMS) - cucrema
yTpaBiieHHUsI 0a3aMH JaHHBIX

8. Automated rollback - aBTOMaTM3uWpOBaHHas OTMEHA
M3MEHEHUH!

9.  Prompt (n.) - npuriamienue, BOIpoc

10. Data security - 3ammra JaHHBIX OT HECAHKIIMOHUPOBAHHOTO
J0CTyIa

11. Data dictionary - coBapb 6a3bl JaHHBIX

12.  Entity - cymHOCTb, OOBEKT

13. Attribute - atpulyT, CBOICTBO

14. Hierarchical data model - nepapxudeckasi MOIEIb TaHHBIX

15.  Object-oriented data model - 00bEeKTHO-OpHEHTHPOBAaHHAS
MO/JIEITb TaHHBIX

16. Node - y3en ceTu nepeiauu naHHbIX WK cetn DBM

17. Network data model - cereBasg Mozens JaHHBIX

18.  Application Programming Interface (API) - npuxmagHO#
MpOrpaMMHBIA HHTEpdeiic

19. Query - 3ampoc, BOmpoc

20. Concurrency - mapauienn3M, B3auMOCOBMEIAEMOCTh

21. Data logging - npoToKOIMpOBaHUE, PETUCTPALIUS TAHHBIX

22. Atomicity - 3JIeMEHTapHOCTh, ATOMAPHOCTh

23. Structured  Query  Language (SQL) -  s3bIK
CTPYKTYPUPOBAHHBIX 3aIIPOCOB

24. Persistent - yCTOWYHMBBIN, CTOHKUI



What is a Database?

A database is a structured set of persistent data. A phonebook is
a database. However, within the world of IT, a database is usually
associated with software. A simple database might be a simple
file containing many records, each of which contains the same set
of fields where each field is a certain data type and length. In
short, a database is an organized store of data where the data is
accessible by named data elements.

A DBMS is a software package designed to create, store, and
manage databases. The DBMS software enables end users or
application programmers to share data. It provides a systematic
method of creating, updating, retrieving, and storing information
in a database. DBMS products are usually responsible for data
integrity, data access control, automated rollback, restart and
recovery.

You might think of a database as a file folder and a DBMS as the
file cabinet holding the labeled folders. You implement and
access database instances using the capabilities of the DBMS.

What is a Good Database Design?

Certain principles guide the database design process. The first
principle is that duplicate information (also called redundant data)
is bad, because it wastes space and increases the likelihood of
errors and inconsistencies. The second principle is that the
correctness and completeness of information is important. If your
database contains incorrect information, any reports that pull
information from the database will also contain incorrect
information. As a result, any decisions you make that are based
on those reports will then be misinformed. A good database
design is, therefore, one that:



. Divides your information into subject-based tables to reduce
redundant data.

. Provides access with the information it requires to join the
information in the tables together as needed.

* Helps support and ensure the accuracy and integrity of your
information.

. Accommodates your data processing and reporting needs.

The Design Process
The design process consists of the following steps:
. Determine the purpose of your database

It is a good idea to write down the purpose of the database on
paper — its purpose, how you expect to use it, and who will use
it. The idea is to have a well developed mission statement that can
be referred to throughout the design process. Having such a
statement helps you focus on your goals when you make
decisions.

. Find and organize the information required

To find and organize the information required, start with your
existing information. Each of the information items represents a
potential column in a table. As you prepare the list, don’t worry
about getting it perfect at first. Instead, list each item that comes
to mind. If someone else will be using the database, ask for their
ideas, too. You can fine-tune the list later.

Next, consider the types of reports or mailings you might want to
produce from the database. Design the report in your mind, and
imagine what it would look like. What information would you
place on the report? List each item.



The key point to remember is that you should break each piece of
information into its smallest useful parts.

. Divide the information into tables

To divide the information into tables, choose the major entities, or
subjects. When you design your database, always try to record
each fact just once. If you find yourself repeating the same
information in more than one place, put that information in a
separate table. Once you have chosen the subject that is
represented by a table, columns in that table should store facts
only about the subject.

. Turn information items into columns

To determine the columns in a table, decide what information
you need to track about the subject recorded in the table. Once
you have determined the initial set of columns for each table, you
can further refine the columns.

. Specify primary keys

Each table should include a column or set of columns that uniquely
identifies each row stored in the table. This unique identification
number, such as an employee ID number or a serial number. In
database terminology, this information is called the primary key
of the table. Access uses primary key fields to quickly associate
data from multiple tables and bring the data together for you. A
primary key must always have a value. If a column's value can
become unassigned or unknown (a missing value) at some point, it
can't be used as a component in a primary key.

You should always choose a primary key whose value will not
change. In a database that uses more than one table, a table’s
primary key can be used as a reference in other tables. If the



primary key changes, the change must also be applied everywhere
the key is referenced. Using a primary key that will not change
reduces the chance that the primary key might become out of sync
with other tables that refer it

. Set up the table relationships

Look at each table and decide how the data in one table is related
to the data in other tables. Add fields to tables or create new
tables to clarify the relationships, as necessary. To represent a
one-to-many relationship in your database design, take the
primary key on the "one" side of the relationship and add it as an
additional column or columns to the table on the "many" side of
the relationship.

For each record in one table, there can be many records in another
table. This type of relationship is called a many-to-many
relationship. Note that to detect many-to-many relationships
between your tables, it is important that you consider both sides
of the relationship.

Another type of relationship is a one-to-one relationship. For
each record in the table, there exists a single matching record in
the supplemental table.

. Refine your design

Analyze your design for errors. Create the tables and add a few
records of sample data. See if you can get the results you want
from your tables. Make adjustments to the design, as needed.

. Apply the normalization rules

Apply the data normalization rules to see if your tables are
structured correctly. Make adjustments to the tables, as needed.



Why Use a DBMS?

The main advantage of using a DBMS is to impose a logical,
structured organization on the data. A DBMS delivers economy

of scale for processing large amounts of data because it is

optimized for such operations.

A DBMS can be distinguished by the model of data upon which it
is based. A data model is a collection of concepts used to
describe data. A data model has two fundamental components: its
structure, which is the way data is stored, and its operations,
which is the way that data can be manipulated. The major DBMS
products utilize four different data models:

1. Hierarchical

2. Network

3. Relational

4. Object - oriented.

The hierarchical data model arranges data into structural trees
that store data at lower levels subordinate to data stored at higher
levels. Because a diagram of this model resembles an upside-
down tree, it is often called a tree model. A hierarchical data
structure, like a tree, consists of nodes connected by branches.

The network model is structured as a collection of record types
and the relationships between these record types. All relationships
are explicitly specified and stored as part of the structure of the
DBMS.

The logical relationship between levels determines whether a
network is classified as simple or complex. If the relationship is
one-to-many, the network is simple. If it is many-to-many, the
network is complex.

The relational data model consists of a collection of tables
(more properly, relations) wherein the columns define the
relationship between tables. The relational model is based on the
mathematics of set theory. Contrary to popular belief, the
relational model is not named after ‘relationships’, but after the
relations of set theory. A relation is a set with no duplicate



values. Data can be manipulated in many ways, but the most
common way is through SQL.

The object-oriented data model consists of a collection of
entities, or objects, where each object includes the actions that
can take place on that object. In other words, an object
encapsulates data and process. With 00 systems, data is typically
manipulated using an 00 programming language.

Each of these four data models is referred to as a data model for
the sake of simplicity. In reality, only the relational and network
models have any true, formal data model specification. Different
models of data lead to different logical and structural data
organizations. The relational model is the most popular data
model because it is the most abstract and easiest to apply to data,
while providing powerful manipulation and access capabilities.

Advantages of Using a DBMS

Additionally, a DBMS provides a central store of data that can be
accessed by multiple users, from multiple locations. Data can be
shared among multiple applications, rather than having to be
propagated and stored in new files for every new application.
Central storage and management of data within the DBMS
provides

. Data abstraction and independence

. Data security

. A locking mechanism for concurrent access

. An efficient handler to balance the needs of multiple
applications using the same data

. The ability to swiftly recover from crashes and errors

. Robust data integrity capabilities

. Simple access using a standard API

. Uniform administration procedures for data



Levels of Data Abstraction

A DBMS can provide many views of a single database schema. A
view defines what data the user sees and how that user sees the
data. The DBMS provides a level of abstraction between the
conceptual schema that defines the logical structure of the
database and the physical schema that describes the files,
indices, and other physical mechanisms used by the database.
Users function on the conceptual level - by querying columns
within row of tables, for example - instead of having to navigate
through the many different types of physical structures that store
the data.

A DBMS makes it much easier to modify applications when
business requirements change. New categories of data can be
added to the database without disruption to the existing system.

Data Independence

A DBMS provides a layer of independence between the data and
the applications that use the data. In other words, applications are
insulated from how data is structured and stored. The DBMS
provides two types of data independence:

. Logical data independence - protection from changes to the
logical structure of data
. Physical data independence - protection from changes to the

physical structure of data

As long as the program uses the API (application programming
interface) to the database as provided by the DBMS, developers
can avoid changing programs because of database changes.

Data Security
Data security prevents unauthorized users from viewing or

updating the database. The DBMS uses IDs and passwords to
control which users are allowed access to which portions of the



database. For example, consider an employee database containing
all data about individual employees. Using the DBMS security
mechanisms, payroll personnel can be authorized to view payroll
data, whereas managers could be permitted to view only data
related to project history.

Concurrency Control

A DBMS can serve data to multiple, concurrently executing user
programs. This requires a locking mechanism to deliver
concurrency control because the actions of different programs
running at the same time could conceivably cause data
inconsistency. For example, multiple bank ATM users might be
able to withdraw $100 each from a checking account containing
only $150. A DBMS ensures that such problems are avoided
because the locking mechanism isolates transactions competing
for the same exact data.

Database Logging

The DBMS uses database logging to record ‘before’ and ‘after’
images of database objects as they are modified. It Is important to
note that the database log captures information about every data
modification. The information on the database logs can be used to
undo and redo transactions. Database logging is handled
transparently by the DBMS - that is, it is done automatically.

Ensuring Atomicity and Durability

A DBMS can be used to assure the all-or-nothing quality of
transactions. This is referred to as atomicity; and it means that
data integrity is maintained even if the system crashes in the
middle of a transaction. Furthermore, a DBMS provides
recoverability. After a system failure, data can be recovered to a



state that existed either immediately before the crash or at some
other requisite point in time.

Data Integrity

The DBMS provides mechanisms for defining rules that govern
the type of data that can be stored in specific fields or columns.
Only data that conforms to the business rules will ever be stored
in the database. Furthermore, the DBMS can be set up to manage
relationships between different types of data and to ensure that
changes to related elements are accurately implemented.

Data Access

A DBMS provides a standard query language to enable users to
interactively interrogate the database and analyze its data. For
relational databases, this standard API is SQL, or Structure Query
Language. However, SQL is not a requirement for a DBMS to be
relational. Furthermore, many DBMS products ship with
analytical tools and report writers to further simplify data access.

Before an installed DBMS can be used effectively, standards and
procedures must be developed for database usage. A recent study
conducted by Hackett Benchmarking & Research showed that
companies with high levels of standardization reduce the cost of
supporting end users by an average of 38% over companies with
low level of standardization.

The Database Administrator (DBA) should develop database
standards and procedures as a component of corporate-wide IT
standards and procedures. They should be stored together in a

central location as a printed document, in an online format, or as
both.



Ex.l. Answer the following questions:

1. What is the difference between a database and a database
management system?

2. What principles guide the database design process?

3. What are the main steps of the database design process?
4. What is the primary key of the table and what are its
benefits ?

How can data in different tables relate?

What makes the relational data model the most popular?
Name and describe the advantages of using a DBMS.
What types of data models do you know?

How can atomicity prevent system crash?

hl el N e

Ex.2. Give the summary of the text using the key terms.

Ex.3. Translate in writing.

ba3a gaHHBIX - 3TO YNOpPSAOYEHHAs COBOKYITHOCTH CBSI3aHHBIX
Ipyr ¢ napyroM naaHHBIX. CucreMa ympaBlieHHs 0a3aMy JTaHHBIX
(CYBA) - »TO0 mporpaMMHOe o0OecrieueHue, TMpeaHa3sHauYeHHOe
JUISL OpraHu3aiii JaHHBIX TaKUM 00pa3oM, 4TOOBI OOJEr4yuTh U
yckopuTh aoctyn k gaHHbiM. C momompbio CYBJl mons3oBarens
MOXET C€O03/1aBaTh, MOJIU(MUIIUPOBATh, COXPAHATH M TMOJIydYaTh
JAaHHBIE PA3IMYHBIMU CIIOCO0AMHU.

C GazamMu JaHHBIX OOBIYHO CBSI3BIBAIOT HECKOJBKO MPEUMYINECTB.
YMeHbIIeHHAsT M30BITOYHOCTh JAAHHBIX. JlaHHBIC, €CIIM OHU
XpaHATCS B OTACIBHBIX (haiimax, B CpaBHEHHH C 0a3aMH JaHHBIX,
UMEIOT TEHICHIHIO IyOauMpoBaTh 4acTh HMH(MOpMAlMd CHOBAa |
cHoBa. B 0a3ax fJaHHBIX Kakue-Tu0O CBeleHHUS OOBIYHO
TIOSIBJITFOTCS OJIMH Pas.

HNHuTerpupoBanHble aaHHble. B oramume ot wuHbOpManuwy,
XpPaHUMOW B OTJEIbHBIX M HE3aBHUCHUMBIX (Daiiyiax, CBEICHUS B
0a3ax JMaHHBIX PAacCMATPUBAIOTCS KaK CBSI3aHHBIC JIPYT C JIPYTOM,



TaKk Kak Jro0as MOpIHs JaHHBIX MOXKET OBITh HCIIOJIb30BaHa TPH
BBINOJIHEHUH 3aIIPOCA WIN COCTABICHUM OTYETA.

HenoctHocTh. IlpoGiembl oOecriedeHUs] 1LENOCTHOCTH JaHHBIX
BO3PACTalOT C POCTOM CIJIOKHOCTH OpraHu3anuu AaHHbX. Ilo
3TOM K€ MPUUMHE COKPAILAETCs U30BITOYHOCTD JAHHBIX.

Croco0, koTOoppIM 0a3bl JAaHHBIX OPraHU3YKOT HHGPOPMALHUIO,
3aBUCUT OT THUIA WIM MOJENU JaHHbIX. CyHIeCTBYIOT TpU MOJAEIH
JaHHBIX - HepapXuueckas, ceTeBas M pesiiMOHHasA. ba3sl
JAHHBIX TEPCOHANBHBIX KOMIIBIOTEPOB OOBIYHO PEISIMOHHBIE.
Pensumonnas Ga3a MaHHBIX oOpraHusyeT uHpopmanuio B (opme
TaOIML, COCTOSIIMX U3 CBA3AHHBIX CTPOK U cTONOLOB. B
pEISLMOHHOM CHCTEME JlaHHblE OJHOro (aiina MOryTr ObITh
CBSI3aHbl C JaHHBIMM Jpyroro aiina, IO3BOJSAS COEIUHATH
BMECTE JaHHbIE U3 HECKOJIBKUX (DaiiyioB.

B pensanuonHoi  0aze  JaHHBIX  TaONUMIBI  Ha3bIBAIOTCA
otHomeHueM. OTHolIeHHE Takke HasbiBaeTcs (aiiom. Kakmblii
CerMEHT TaOJUIBI CONEPKUT YacThb JAaHHBIX, Ha3bIBAEMbIX
MUHMManbHas eauHuna wuHpopmanuu. KoHkpeTHoe 3HaueHue
MHHUMAJIbHOW €IMHUIBI B II0JIE€ MOXET HM3MEHSIThCS, HO KaKaoe
Hoje XpPaHUT OAWMH M TOT >K€ THUN JaHHbIX. Bce naHHbIE B
OTJIENBHOM CTPOKE Ha3bIBalOTCA 3amuchro. Kaxnmas 3ammce umeer
(UKCHpOBaHHOE YHCJIO IOJIeH, HO MOXET CYyIIeCTBOBaTh
pa3InYHOE YKCIIO 3aIMCEl B JTaHHOM OTHOIIECHUH.

Ex.4. Topics for discussion.

1. The difference between a database and a database
management system.

2. The advantages of using a DBMS.

3. The types of data models and their advantages.

4.  The steps of the database design process.



Systems Analysis and Design

Key vocabulary:

Feedback - o6parHas cBsi3b
Information system - nadopmManroHHas cucrema
Systems development - pazpaboTka cuCTeMbI
Systems analysis - cucTeMHbIii aHaTH3
Systems design - mpoeKTHPOBaHHE CUCTEMBI
Implementation - BHEIpEHUE CUCTEMBI
Structured systems analysis - CTpyKTypHBIH CUCTEMHBINH aHATIN3
Data dictionary - ciioBapb TaHHBIX
Decision tree - nepeBo perieHuit
. Goal oriented system - 11e51eBast cucTema
. System approach - cucremHsIit moaxoz
. Evaluation - onienka
. Maintenance - TexHH4ecKOe 00CITy>KHBaHHE, TIOIEPIKKA
. Artificial data - ©CKyCCTBEHHBIE JTaHHBIC
. Conversion - mpeoOpa3oBaHue, KOHBEPCHS
. Dual system method - meton xy0nupoBanus
. Inventory method - meToz monHO# 3aMEeHBI CUCTEMBI
. Structured design - CTpyKTYpHUpOBaHHOE IPOEKTUPOBAHUE
. Training - oOy4enue (Jirozei), 0TpadoTKa (CHCTEMBI)
. Session - ceaHc
. Parallel systems method - MmeTo/] mapanienbHbIX CUCTEM
. Design documentation - ToKyMeHTaIs MO IPOEKTUPOBAHUIO
. Training documentation - yueOHast TOKyMEHTAIUs
24. User reference documentation - goOKyMeHTamus JUis
MOJIH30BATEIS
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What is a System?

What do a living cell, an automobile, NASA’s Mission Control
Center, and a university have in common? The answer is that they
are all systems.



These systems are, of course, very different. A cell is made up of
cytoplasm, membranes, and DNA, while an automobile contains
metal, plastic, lubricants, and glass. But both automobiles and cells
contain a variety of parts that work together. The university and
Mission Control also contain a variety of parts - in these cases,
people, equipment, and buildings. But these systems also have
specific goals: a university educates people, Mission Control
directs space flights. In other words, these systems are more than a
set of parts or elements that interact. They exist to achieve a
specific goal.

The goal of a system usually involves transforming various kinds
of input into a desired output. In a university the inputs are
teaching and related services, the output is educated people and
research. In a computerized business system inputs are raw data,
and the output is likely to consist of information in a form needed
by management for planning and decision-making.

Once the system has been put into operation, it should do the job
management wants it to do. If it doesn’t, people who use it will,
probably, complain and the system will be either modified or
scrapped. The evaluations of users - ‘it works, keep it’ or ‘it
doesn’t work, throw it out’ - are a primitive form of feedback.
Feedback is information about how well a system works, it is used
to maintain or improve a system.

A simple example of feedback is a thermostat that controls a
heating system. The inputs to the system are the thermostat setting
and fuel for the heating unit. The output is the actual heating
required to reach that setting. The thermostat continually

Records the temperature of the room as the output modifies it, it
reports this temperature to the system as feedback. When the
temperature matches the thermostat setting, the system modifies
itself by ceasing its output, that is, turning off the heat.

The computer itself is a system and an organization within which a
system operates is also a system. Systems that are part of a larger
system are called subsystems.



A modern corporation, which meets our definition of a system,
contains such subsystems as finance, personnel, production,
research and development, and advertising.

What does it matter that everything is a subsystem of something
else? In order to design an improved system you have to pin down
as precisely as possible what it is that you are dealing with. You
must first analyze the system and its components. Taking a
systems approach will tell you two things: first, you will see how a
subsystem fits into a larger system of which it is a part. Second,
you will see how the tasks of a system break down into sub-
systems. Only then will you be able to study the interactions
among them to find out which interactions can be improved.
Information system is a collection of software applications that
store and manipulate information. Like any computer system, an
information system has a lifetime - it is born, lives for some time,
and dies. Many systems follow the same basic pattern, or life
cycle.

The stages of the information system life cycle are: analysis,
design, and implementation.

Systems Analysis

Systems analysis is the first stage of systems development. It
consists of defining a problem to be solved or an opportunity to be
taken and identifying the objectives for a new system.

Systems analysis proceeds in a series of steps:

Define the problem or opportunity

Collect data

Analyze existing methods and procedures

Identify objectives and opportunities

Present a proposal to management

S

Define the Problem or Opportunity. Once a problem or
opportunity has been pointed out to the systems analyst, the first



task is to draw the boundaries of the system involved. The result of
the first step in systems analysis is usually a preliminary report
outlining the score of the problem and making a recommendation,
which may be that a more detailed study is needed, or that it is (or
isn’t) feasible to proceed with the next stage of analysis.

Collect data. Just as a detective collects clues, the systems analyst
must collect samples of records, documents, or usage patterns. The
analyst doesn’t collect data about some hypothetical future
systems; the need is for data about the present system, with all its
problems and shortcomings. This data is used to document all the
relevant activities of the system under study.

Systems analysts usually collect data by observation, interviews,
and questionnaires.

Analyze Existing Methods and Procedures. After defining the
problem and collecting data, the systems analyst must figure out
exactly how the current system works in order to see what, if
anything, is going wrong.

Identify Goals and Opportunities. At this point the analyst must
outline, in measurable terms, what the system should be able to do.
It is important to state the goal clearly and strongly. In stating
goals, it is important to think not only in terms of improving the
present system, but also in terms of related benefits or
opportunities.

Present a Proposal to Management. The last step in systems
analysis is to make a formal presentation of findings and
recommendations to management. The report should contain a
menu of alternatives - a list of possible solutions to the problem.
The alternatives all solve the problem, or take advantage of the
opportunity, that was stated in the problem definition, but they
differ in significant ways. Users and management select what they



think is the best alternative on the basis of the trade-off between
costs and benefits.

Systems Design

In systems design, the first step is to consider a logical model for
the proposed system and the set of objectives the proposed system
should meet. Then specifications are produced for a physical
system to meet those objectives. In other words, in this stage of
systems development the processes are designed that are needed to
convert the input of the system into output that achieves the
system’s goals.

Systems design can begin only after systems analysis has been
completed, since it is the analysis that creates the model and set of
objectives that wusers, analysts, and management agree on.
However, systems design must come before implementation.
Programmers sometimes think they can work out the design while
coding their programs, but like authors who think they can write a
book without making an outline in advance, they generally turn out
results that are less than ideal.

An objective of a good design is to produce a flexible system, one
that can be modified easily. A system that is easy to modify need
not be thrown out in its entirety when something goes wrong. A
flexible system can also be adapted and built on more readily than
an inflexible one. Another important part of structured systems
design is to design a system at the logical level (what the system
must do) before committing oneself to a physical solution. A
logical design is easy to understand, since it uses graphics, omits
technical details, and aims at brevity.

A key task in logical design is to create a changeable system. The
reason for this is that maintenance, or making changes or
enhancements to existing system, still accounts for about 70 to 80
% of the time spent in data-processing shops. Thus more time is

spent modifying existing systems than is spent in creating new
ones.



Systems Implementation

Implementation is the final phase of systems development. In this
phase the system is actually created, tested, and documented. The
outcome of this stage is the successful placement of the sys-tem
within the organization’s day-to-day operations.

There are five distinct steps in system implementation:
programming, testing, training, conversion, and documentation.
Programming is itself a complex step and a major topic.

Testing. A computer system consists of one or more interacting
programs. We test a system by running each component program
in succession. We want to be sure that each program’s input and
output fit into the total system in the way the system’s designers
intended. This is when the ‘bugs’ - unintended errors or problems

- should be found and removed.

Artificial data is usually created for running the first tests. It

should include deliberate mistakes that help us check the system.
Once the system performs flawlessly on artificial data, we switch

to ‘live’ data taken from the organization.

A system is generally tested in a hierarchical fashion, starting at
the bottom and working up. First, each program module is tested;
next a series of modules is tested; then each individual program
with all its modules; finally, the entire system, consisting of a
series of programs, is tested.

Training. A system might be flawlessly designed and tuned to
perfection, like a fine car, but in the hands of a user who can’t get
it into reverse gear or panics at the sight of a traffic lights, it is
useless. All the users who will be affected by the new system
should be trained in its use. Training includes an overview of how
the system functions, how it will affect their jobs, and how it will
relate to current manual procedures.

Training should be planned in advance, and the plans should be
approved by the management. Common sense would dictate that



training sessions not be scheduled during high-pressure periods,
such as when the system itself is being tested or during the busiest
time of the day.

Conversion. Once a system has been tested successfully and users
have been trained in its use, the old system can be converted to the
new one. System conversion can be approached in several ways:
the parallel-systems method, the dual system method, and the
inventory method.

In the parallel-systems method, the new system is set to work
alongside the old one. Data is input to both simultaneously, until
the new system has demonstrated that it functions effectively.

In the dual-system method the old system is gradually phased out
while the new one is being phased in.

The inventory method is a complete, ‘cold turkey’ (abrupt)
changeover from the old system to the new one.

Documentation. Anything that is written about how a system is
designed or functions is documentation. The documentation should
be adequate, clear and intelligible to its audience, and current.

Evaluation. Once a system is installed and running and all the
‘bugs’ have been removed, it should be evaluated to see how well
it does its job. This might be done, for instance, within a year after
implementation and once every three years thereafter.

Ex.l. Answer the following questions:

What is a system?

What is the interrelation between a system and a subsystem?
What do you think ‘feedback’ means?

Name the stages of systems development.

What steps in systems analysis do you know?

How do systems analysts collect data?

What is the objective of a good systems design?

NowA L



8. Implementation is the final phase of systems development,
isn’t it?

9. Name the steps in systems implementation.

10. Why is it necessary to evaluate a system?

Ex.2. Give the summary of the text using the key terms.

Ex.3. Translate in writing.

1. OOpatHas cBs3b - 3TO HMHPOpPMAIMS O TOM, Kak padoTaer
cucrema.

2. HuadopmanmoHHas cucTeMa - 3TO METOMA, MPUMEHSEMBIA IS
cbopa, T0CTaBKU M NCIOIb30BAHUS HEOOXOAUMOM HHPOPMAITUH.

3. Cucrema pa3pabOTKu IpOrpamMM - 3TO LUKIMYECKHH Ipouecc,
KOTOpBI BKJIIOYAaeT B ceOsd aHaiu3, MPOEKTUPOBAHHUE CUCTEMBI U
pealn3aluio.

4. CucTeMHBI aHANIHU3 - TIEpBas CTaausl pa3padOTKH MPOTPaMMBI.
OHa COCTOMT U3 CepuM IIaroB: OMNpeAeNieHue 3aaadd, cOop
JTaHHBIX, AHAJIU3 CYIIECTBYIOLIMX METOOB, ONPEAEICHUE LIETEH.

5. CTpyKTypHBIH CHUCTEMHBIN aHaIu3 - 3TO TOIIAroBas MOJIEIb
KaKoU-1m00 CHCTEMBI. On MoApa3yMeBaeT TECHOE
B3aUMOJICHCTBUE  MEXJY AHAIWTUKAMH ¥ TOJb30BaTEIISIMHU
CHCTEMBI.

6. llenp MpoeKTHPOBaHMS - CO3JaHME T'MOKOW CHUCTEMBI, KOTOPYIO
MO’KHO JIETKO U3MEHUTh U aJallTUPOBATh.

7. Peamuzanust - KOHEYHas CTyNEHb pa3pabOTKu cuctembl. B
Toll (aze cucrema (GaKTHYECKH CO3/1aHA, NpPOBEpEHa W HMEET
JOKYMEHTAIHIO.

Ex.4. Topics for discussion.

1. The characteristics of a system and a subsystem.

2. The stages of the systems development process, including
systems analysis, design, and implementation.

3. The characteristics of structured design.

4. The steps in the implementation process.



Management Information Systems

Key vocabulary:

1.  Management Information System - uHpOpMaLMOHHO-
yTpaBIsIoNIas cucremMa

2. System Development - pazpaboTka cCTEMBI

3. A rigorous method - cTporuii, TOUHBIH METOT

4. A blueprint - HameTKa, IJIaH, TPOEKT

5. Centralized data processing - 1eHTpaiu3oBaHHas 00paboTKa
JTAHHBIX

6.  Decentralized data processing - meleHTpaIN30BaHHAS
00paboTKa TaHHBIX

7. Distributed data processing - pacnpeneneHHas o0paboTka
JTAHHBIX

8. Consistency of data - coryiacoBaHHOCTh, TOCTOSHCTBO,
HEMPOTHUBOPEUNBOCTH JTAHHBIX

9. A backlog - He3aBepieHHas1, HEBBITIOJTHEHHAA paboTa

10. A backup file - pe3epBHBIH, TyOaupyrOIIHiA (haiin

11. Prime advantage - BaxHelilee, OCHOBHOE ITPEUMYIIIECTBO

12. In-depth knowledge - ocHOBaTeNIbHOCTD, TITyOWHA 3HAHUI

Systems Development Methodology

The need for more precise systems development methods grew
out of the problems that arouse when less rigorous methods were
used. Errors made in the analysis and the design phases of a
project often were not caught until the implementation phase,
when corrections had to be made at a cost many times grater than
if such changes had been made earlier. A lack of communication
with end users at the analysis and the design phases often led to
the development of systems that didn’t meet user’s needs. As a
result, major modifications and enhancement had to be designed



after the system was implemented, causing substantial time and
cost overruns.

These problems influenced the growth of a more precise systems
development process.

During detailed systems analysis and design, the ‘blueprints’ for
the new system are drawn. These ‘blueprints’ include procedures,
program specifications, and design of the database, as well as a
plan for the next phase, implementation.

If the implementation plan 1is approved, then the actual
development of the system, its programs, databases and
procedures can begin. Program specifications and programs are
designed according to a predetermined set of standards. The
systems development methodology also includes maintenance -
the effort to keep the information system up to date with new
technologies, and to serve changing corporate requirements.
Finally, the system is subjected to periodic review and auditing to
make sure it continues performing as desired. Feedback from this
type of periodic review provides management with the
opportunity to improve, modify, and enhance the system if
necessary.

Data processing operations in a corporate or other institutional
setting can be organized in one of several ways: centralized,
decentralized, and distributed.

Centralized Data Processing

The hardware for a centralized data processing installation gene-
rally consists of a large processing unit supporting a variety of
peripheral devices. The system can process more that one
application program, often simultaneously, and can handle
various kinds of input and output.

A centralized computer system may support remote terminals,
scattered about a business, school, or a city. Although this gives
the appearance of decentralized data processing - and is, in
reality, decentralized in terms of access to computer resources -



control of those resources, their priorities, the charges for them,
and so on, are still determined by the central facility that does the
actual computing.

Centralized data processing organizations maintain a permanent
staff of highly trained specialists. These individuals select the
hardware, manage the operating-system environment, set up and
manage databases, arrange telecommunication facilities, run the
computers and its peripheral devices, perform systems analysis
and design, and do the actual programming.

Advantages of Centralized Data Processing. The first
advantage is ‘the economy of scale’ - that is, centralized facilities
aim to satisfy the diverse computing needs of an entire
organization with a single facility, thereby saving the costs of
multiple facilities. Second, centralized data processing centers can
keep all the files needed by an organization in one place, which
can increase the consistency and standardization of the data.
Closely tied to this advantage is the great security and tight
control over the access to the data that housing it in a central
facility permits. In a large data processing center, a database
administrator is responsible for keeping backup copies of data
files, so that data is not lost, and also for distributing passwords
and providing other security precautions, so that sensitive data is
not accessible to persons not permitted to use it.

The advantage of any sort of ‘center’ is that users of many types,
including those in remote divisions of a firm, can have access to
important data and the use of computing power without having to
set up such facilities themselves. Moreover, ‘centers’ attract
computer personnel more readily because the applications that are
designed and maintained are more sophisticated and because they
offer multiple career paths, in-house training, and upword
mobility.

Another point in favor of centralization is its ability to control the
overall cost of data processing on an organization-wide basis.
Disadvantages of Centralized Data Processing. Naturally,
centralized data processing has its drawbacks. First, forcing all



systems development to flow through a central facility can lead to
backlogs when the existing staff is overloaded. It is not
uncommon in large corporations to find projects that management
approved for development as long as two years ago still waiting
for the centralized facility to get started on development.

Closely related to this first advantage is the next - small projects
may not get done at all.

The third main drawback is the lack of user control over the
development of computer-based information systems and also
over their day-to-day operations. Computers are meant to serve
their users, but in trying to serve a great number of users - as in
the center - responsiveness to individual application areas may be
lessened.

Decentralized Data Processing

For a decentralized data processing installation, the hardware
generally consists of a single minicomputer or microcomputer
and its associated peripheral devices. The system usually
processes only programs for a specific application area, although
the computers themselves are capable of handling a wide variety
of applications.

A decentralized installation is self-contained, with its own opera-
ting system and DBMS. The data files kept by the decentralized
installation will be used only by that computer, and may not be
compatible with the organization's central mainframe computer
or with other decentralized installations in the organization. The
software used by a decentralized installation may be simple, not
offering many options outside the application’s specific needs.
Decentralized computers usually need at least one person to
handle the day-to-day operations of the computer. This person
might be a computer professional, or a secretary or a clerk. If
packaged software is used - which is purchased ready to run from
outside vendors and can be tailored to individual requirements by
outside firms as well - then a programmer is not necessary.



Advantages of Decentralized Data Processing. Local
autonomy, of course, is the prime advantage of decentralized data
processing. With a machine on hand, and the availability of
appropriate software assured, users are freed from dependence on
a centralized facility that may not be responsive to their particular
needs. Moreover, once the computer has effectively taken over
the processing of the particular application for which it was
intended, it probably has the capacity and ability to take on new
tasks the department or user can devise. This responsiveness to
new and changing user application needs is frequently missed in
centralized processing situations.

Disadvantages of Decentralized Data Processing. One
disadvantage is loss of control of the organization’s data
processing operations by centralized management. Users may see
this as an advantage, but the corporation can take a different view.
A proliferation of decentralized facilities is a step in the wrong
direction when it comes to providing access to data for various
corporate users. With incompatible systems scattered about an
organization, the machines cannot share data or be hooked
together into a network.

From a computer professional's standpoint, decentralized
installations may be inefficiently run. The application systems
may be designed without adequate standards, data security,
backup files, or documentation.

Decentralized computers may also lead to an inefficient use of
personnel. The purchase of identical software packages, and even
the development of identical programs in different departments, is
one more type of inefficiency.

Distributed Data Processing

In distributed data processing, a communications network
connects centralized and decentralized computers, which are
compatible with each other. Local mini- or microprocessors, with
local data files and local processing ability, can interact with a



central computer system to obtain access to central data files or to
transmit information to the central system.

Responsibilities for data processing systems development and
operations in distributed data processing are shared between
centralized and decentralized personnel. Centralized personnel set
the standards for the communications network and establish
interface requirements to the central system, including methods of
accessing centralized databases. They may define standards for
project selection, project control, and management.

Data processing personnel in decentralized sites have
responsibility for determining local application development
priorities, for managing local data processing operations, and for
maintaining local hardware and software.

Advantages of Distributed Data Processing. One of the benefits
of distributed data processing is the ability to offload work from
the central computer system and in this way reduce processing
costs. If data can be validated locally, or if transactions can be
recorded and files updated locally, the costs of communications to
the central system, as well as the costs of processing, are
substantially reduced.

Distributed data processing not only decentralizes some
processing but also decentralizes some of the responsibility for
data processing activities, including systems development and
operations. Local systems analysts, who are familiar with local
problems and priorities, are more likely to be responsive to user
needs.

Most importantly, in distributed data processing local
management can better understand and directly control data
processing costs.

Disadvantages of Distributed Data Processing. Users in remote
sites may reinvent the wheel by approving systems projects that
already exist and in this way actually add to overall corporate data
processing expense. Central data processing personnel may feel a
lack of control over locally approved projects and may question
their justification. Systems projects that are completed may not



conform to central systems and programming and documentation
standards, making more locally developed applications difficult to
maintain. In addition, local procedures for data security and
contingency planning may be inadequate compared with central
plans.

How to Organize. One factor that affects the decision of how to
organize data processing is how the organization is structured. A
conglomerate of decentralized divisions will likely place
considerable computing power in the hands of these divisions.
However, the central corporation will maintain some control over
operations, as a way of monitoring EDP expenses.

Control of computing operations is a form of power, and people
have seldom shown a reluctance to acquire it or to prevent others
from doing so. In the case of -centralization versus
decentralization, this may mean that large divisions will prefer a
decentralized approach because this enhances their own power,
smaller divisions may favor centralization because they can
benefit from the expertise of the central facility.

Ex.l. Answer the following questions:

1. What problems required more precise systems development
methods?

2. What are the steps of a systems development process?

3. What are the advantages and disadvantages of centralized data
processing?

4. What are the advantages and disadvantages of decentralized
data processing?

5. How does distributed data processing help to reduce data
processing costs?

6. What are the disadvantages of distributed data processing?

7. What affects the decision of how to organize data processing?

Ex.2. Give the summary of the text using the key terms.



Ex.3. Translate in writing.

Paznuuarorcst  cmemyromme  crmocoObl  00paOOTKM  JaHHBIX:
HEeHTPAJIN30BAHHBIN, AeleHTPAJIN30BAHHbI, pacnpese-
JICHHBbIH ¥ MHTETPUPOBAHHBII.

[lpn meHTpaIU30BAaHHOM CHOCO0E IOJb30BaTEIb JOCTABISIET HA
BIl ncxonnyro mHGOpPMAIUIO W TOJNyYaeT Pe3yabTaThl 00pabOTKH
B BHJE pPE3YJIbTATUBHBIX JOKYMEHTOB. (OCOOCHHOCTBIO TaKOTO
crocoba 00pabOTKM SBISAIOTCA CIOXKHOCTD M TPYAOEMKOCTh
HaJaKWBaHUS  ObICTpOW, OecmepeOOWHOW  CBsA3HM,  OoJbmias
3arpyxeHHocTh Bl wHpOpMammelr (T.Kk. BeouMK ee 00beM),
periaMeHTansd CpPOKOB BbIIIOJHCHUA onepaum‘/i, opraHusanusa
0€30MacCHOCTH CHCTEMBI OT BO3MOXXHOTO HECAHKIMOHHPOBAHHOTO
JOCTYyTIA.

Jeuentpanu3oBaHHass o0padoTka. OTOT Crmocod CBs3aH C
nosieienreM [I9BM, narommx BO3MOXHOCTh aBTOMAaTH3UPOBATH
KOHKpETHOE paboyee MecTo.

PacnpenesienHblii  cmocod o00pabOTKM [NaHHBIX OCHOBaH Ha
pactipenenennd (QyHKIUE 00pabOTKM MEXAy pasnuuHbiMH OBM,
BKJIIOYEHHBIMH B CE€Tb. OJTOT CIIOCOO MOXET OBITh peasn30BaH
JIBYMsl TIyTSIMH: TIEpBBIA TpeanonaraeT ycraHoBky OBM B
KQKIOM y3lie CeTH (WIM Ha KaXXJIOM YPOBHE CHCTEMBI), MPU 3TOM
00pa0oTKa JAaHHBIX OCYHIECTBIISIETCS OJHOM WM HECKOJIbKHUMH
OBM B 3aBUCHUMOCTH OT peajbHBIX BO3MOXHOCTEH CHCTEMBI U €€
MOTPEOHOCTEW Ha TEKyIIMd MOMEHT BpeMeHH. Bropoit myTh -
pa3MenieHde OOJbIIOTO YHUCHIA PA3IUYHBIX IPOLIECCOPOB BHYTPU
OIHOM cucreMbl. Takoil TyThb NpPHUMEHSETCS B CHCTEMAaX
00paboTku OaHKOBCKOW W (UHAHCOBOW HH(pOpMamuu, Tam, TIe
HeoOXxonuMa ceTh OO0pabOTKM JAaHHBIX ((WIHaNbl, OTICNEHUS H
T.1.). IlpeumyiecTBa pacmpeaesieHHOro crnocoda: BO3MOKHOCTb
oOpa0aTeiBaTh B 3aJaHHbIE CPOKM JIOOOW 00BEM JaHHBIX;
BBICOKAasl CTEMEHb HAJIeKHOCTH, T. K. MpPHU OTKa3e OJHOTO



TEXHUYECKOTO CpPEACTBA €CTh BO3MOYKHOCTH MOMEHTAIbHOU
3aMEeHbl €ro Ha JpYyroil; COKpallleHWEe BpEeMEHH M 3arpaT Ha
nepeaady JaHHBIX; MOBBIIIEHHE T'MOKOCTH CHCTEM, YIPOIIEHHUE
pa3paboTKU M 3KCIUTyaTallMd MPOTPaMMHOTO OOECTedeHus U T.1.
PacnipeneneHHblii  cmoco®d  OCHOBBIBA€TCS  HAa  KOMIUIEKCE
CHENUaIN3UPOBAHHBIX  TPOIECCOpOB, T.e.  Kaxgas OBM
IpeJHa3HaYeHa JUIsd PELICHUs OIpPElIEeNCHHBIX 3ajad, WIN 3a7ad
CBOETO YPOBHSI.

HNuTerpupoBanHblii  cmocod o6pabotkn wuHpopmarmu. OH
npeaycMaTpUBaeT CO3/IaHUE uH(pOpMAMOHHON MOJeIH
yIpaBIIIEMOr0 OOBEKTa, T.€. CO3/aHUE paclpeesieHHONH 0a3bl
naHHbIX. Takoil cmoco® oOecnednBaeT MaKCUMAIBHOE YI00CTBO
ans monb3oBarens. C OOHOW  CTOPOHBI, 0a3bl  JIAHHBIX
HpeTyCMaTPUBAIOT KOJUICKTHBHOE HI0JIb30BaHUE u
LEHTpaTu30BaHHOe ympasieHune. C Jpyrod CTOPOHBI, 00BEM
uHpOpMaLUKU,  pazHooOpa3We  pemaemMblX  3a1a4  TpeOyroT
pacnpezneneHus 0a3bl JaHHBIX. TEXHOJOTHS WHTETPUPOBAHHON
00paboTk  WHPOPMANMKM  TIO3BOJISET  YIYYIIWTh  KadecTBO,
JIOCTOBEPHOCTh M CKOpPOCTh  00paboTkwW, T.K. 00paboTka
MPOM3BOJUTCS Ha OCHOBE CIMHOTO HWH(MOPMAIIMOHHOTO MacCHBa,
OMHOKpaTHO BBeAeHHOro B DBM. Oco0GeHHOCTBhIO 3TOTO crocoba
SIBIISICTCS OT/ICJICHUE TEXHOJOTMYECKH M TIO0 BPEMEHHU IMPOLEAYPHI
00paboTKH OT mporexyp coopa, MOATOTOBKH M BBOJIA TaHHBIX.

Ex.4. Topics for discussion.

1. The organization of the systems development process.

2. Centralization and decentralization of some functions by
certain organizations.

3. Splitting data processing functions at an installation into
system development, operations and technical support.

4. Distributed data processing - its pluses and minuses.



Decision Support Systems
and Artificial Intelligence

Key vocabulary :

1. Artificial intelligence (Al) - HICKyCCTBEHHBI HHTEIICKT

2. Exception report - cooOmieHre 00 OMMUOKax, UCKIIOYUTEIBHBIX
CUTYyaIHUsAX

3. Enquiry system - cripaBo4HO-WH(OPMAITMOHHAS CHCTEMA

4. Decision-support system - cucTeMa TOJJACPKKH TPUHSTHSI
pelIeHuni

5. Spreadsheet - TuHaMHUYecKas HNIEKTPOHHAs Ta0IMIA

6. Ad-hoc system - mpou3BoJbHAs CUCTEMA, CUCTEMa Ha JaHHBIN
Cydau

7. Mockup - Mmogens, MakeT

8. Expert system - skcrniepTHas cucrema

9. ‘Rule of thumb’ - sxene3noe nmpaBuii0, SMOUPUUYECKOE MTPABUIIO

10. Knowledge base - 6a3a 3nanwmit

11. Inference engine - MexaHH3M BBIBOJIA

12. Knowledge acquisition - momnoyiHeHue, IpUOOpETEHUE 3HAHUA

13. Forward chaining - BbIBOA ‘OT (paKkTOB K Lienu’

14. Backward chaining - BeIBo ‘OT 11€71 K (haktam’

15. Robotics - poboToTexHuka

16. Tactile sensing - CCHCOpHOE yIIpaBJICHUE

A small business needs information systems to support day-to-day
operations. These information systems streamline the paper-work
involved in processing day-to-day transactions, such as orders,
bills, and payments.

Many managers confront problems that are unstructured and that
take into. account many complex variables. These complex
problems require expert knowledge, which in the past was only
avail-able from experts themselves. Tools available today make it
possible to capture expert knowledge and to program computers
with this knowledge to support effective decision-making. Expert
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systems incorporate ‘expert’ knowledge that can be used to solve
problems in medicine, engineering, and in business. The field of
expert systems is a part of a larger field of artificial intelligence,
which is concerned with the creation of computer programs to do
things in ways more like human patterns of thinking than
‘traditional’ computer programs.

One way of providing managers with information is to develop
exception reports, which show significant deviations from
planned activity.

The only problem with exception reports is that the exception
conditions are fixed. The exception-reporting systems were not
supporting important decision-making needs, but there was a
tremendous demand for enquiry systems. Inquiry systems provide
a database with flexible inquiry capability, making it possible for
managers to ask a database questions. Inquiries can change on a
day-to-day basis, and the inquiry systems managers are effective in
supporting their information needs.

The Characteristics of Decision Support Systems

A decision support system can be defined as a computer-based
system that helps decision-makers use data and models to solve
unstructured problems. Decision support systems are designed to
support inquiry and analysis needs. A decision support system
requires a database that serves as a repository of data for managers
to use in making queries and in generating reports.

Another characteristic that distinguishes decision support systems
from information systems is their basis for justification.

A good decision support system has to take into account the
characteristics of decision-making and decision-makers. A
decision support system must support unstructured decisions, all
phases of the decision-making process, and communications
between decision-makers. In addition, an effective decision
support system must provide memory aids and training facilities
that make its tools easy to learn how to use.



Decision-making can be divided into three phases: intelligence,
design, and choice. During the first phase, intelligence, a situation
requiring a decision is visualized. During the second phase,
design, the problem is defined and the alternative solutions are
evaluated. The third phase, choice, results in the selection of the
proper course of action.

The tools used to support each of these phases vary because the
operations that need to be conducted vary. For example, a data-
base package can be used to generate data needed at the
intelligence phase. A spreadsheet package may be more useful in
examining a series of alternatives at the design phase. A statistical
analysis or a graphics package could be used to demonstrate the
results of various alternatives during the choice phase.
Decision-makers need memory aids, or information about the
results of operations that were conducted at previous times.
Workspaces for storing the intermediate results of operations are
very useful.

Training aids are important, particularly in the early months of
system used. Decision support tools should provide menus, help
screens, and prompts, which ease the learning process and help
users develop language skills.

Decision support systems are generally developed by user
managers who decide to use a database, spreadsheet or other
program to support a business need. Each decision support system
sup-ports important departmental objectives, it constantly evolves
into an information system that can be used for analytic purposes
as well as for query and reporting. The final characteristic of a
decision support system is that it is often used and developed by
business professionals who have very little formal training. The
major motivation for developing these decision support systems is
a business need or a competitive strategy.

The Development of Decision Support Systems

These systems are in constant evolution. The strategy used to
develop a decision support system involves interaction between a



builder and a user. At the start a user defines a problem area and
begins to think about the information needed. The builder works
with the user to come up with some ‘mockup’ versions of reports
from the system. The user tries these reports out, and they are
continually modified until the correct information has been
defined. This approach encourages the development of short-lived,
ad-hoc systems that can be constantly refined. Continuing user
feedback brings about new versions of the system.

The major steps in the DSS development process are contrasted
with the major steps in the traditional development process. The
first phase, planning, involves the user in diagnosing a problem
that can be solved through the development of a decision support
system. After planning the user considers what development
approaches and tools are appropriate for the project. This phase is
called application research. During analysis the best approach is
selected, and during design the detailed specifications for the
system are established. System construction is the technical
implementation of the design. The entire effort may be considered
prototyping: the system that is constructed is treated as a model,
or prototype, and it can be constantly reevaluated and modified.

The Characteristics of Expert Systems

Expert systems are systems that simulate the knowledge of
experts on specialized, professional tasks. Expert systems are
taught ‘the rules of thumb’, or heuristics, that experts use to solve
problems. These rules can be continually updated as the situation
changes.

An expert system solves difficult problems in much the same way
an expert consultant would, by asking the user for information and
relating this information to general rules. If it needs additional
information, it asks more questions until it arrives at conclusions
or makes recommendations. An expert system is composed of a
knowledge base, an inference engine, an explanation



subsystem, a knowledge acquisition subsystem, and a human
interface component.

The knowledge base. The expert system has a knowledge base
that stores the factual knowledge and the rules of thumb it needs to
make decision. One of the ways of representing knowledge is to
use rules. In a rule-based system the knowledge base is a
collection of facts and inference rules. The facts deal with the
system’s specialized area of expertise and are applied to specific
problems as needed.

The inference engine is the ‘CPU’ of the system that that uses the
knowledge base to draw conclusions for each situation. The
inference engine conducts a dialogue between the user and the
knowledge base. The most commonly used inference methods are
data-driven, goal-driven, and mixed. In the data-driven method,
which is also known as forward chaining, the user enters a series
of facts and the program responds by asking questions. The goal-
driven method uses rules that apply only to a particular goal.
Otherwise known as backward chaining, this method proceeds
backward through the rules to try to prove a goal. The mixed
method combines the data- and goal-driven methods.

The explanation subsystem explains the line of reasoning that has
been used in arriving at a point in the decision-making process or
at its recommendations. Explanations the system provides can
explain the strategies used to solve the problem at hand, can
respond to specific questions of the user, and can criticize the
solutions being proposed.

The knowledge acquisition subsystem makes it possible for new
rules to be added to the knowledge base. Because of this
knowledge acquisition component the expert system can be
developed in an ongoing process.

The human interface. Expert systems are designed to be used by
business, engineering, and other professionals - not by technical
experts. As a result, these users need to be able to communicate
with the system and to understand its feedback. Since most expert



systems are designed to deal with a narrow area of knowledge, the
vocabulary they use should be familiar to their users.

Many of the earlier expert systems were designed in medical
diagnosis. Using knowledge of a patient history, symptoms,
laboratory test results they diagnosed the cause of the illness and
selected appropriate therapy.

In the area of geology many expert systems have been developed
to aid in the exploration and drilling of oil wells.

Many successful expert systems have been designed to diagnose
faults in electronics systems, in telephone networks, in the design
of digital circuits

There is also great potential to develop commercial applications of
expert systems: there is an expert system for credit authorization,
an expert financial planner.

The Development of Expert Systems

Knowledge is inexact, and no one has complete knowledge. Even
though the expert’s knowledge is often 10 times more complete
than the knowledge of amateurs, his or her answers are still only
about 70 to 80 percent certain. An expert system is no better than
an expert and will never be able to offer knowledge that is
completely certain.

Secondly, knowledge 1is incomplete. It is wusually acquired
incrementally, through trial and error. Expert systems are also
developed in an incremental way. Requirements are not all defined
in advance. Normally a prototype is developed and rules are added
as new situations occur.

Expert knowledge usually applies to a very specific area. We know
of expert auto mechanics, expert chefs, and expert tennis players.
No one is an expert doctor, but a doctor may be an ex-pert in
diagnosing infectious blood diseases, for example. No one is an
expert lawyer, but a lawyer may have expertise in the area of
maritime law. Problems with very few rules (fewer than 10) are
not good candidates for expert systems development because they
can be handled well by most humans. An expert system cannot



have common sense, so problems requiring common sense are not
good candidates either.

The problems suitable for expert systems development include
those requiring analysis and synthesis

An expert system can serve well as a consultant or specialist in the
absence of a human consultant. The expert system can combine the
knowledge of several different specialists and actually be superior
to the expertise of a single consultant. Expert systems have greater
consistency in dealing with problems because they don’t forget
relevant factors under the constraints of stress and time. They can
also arrive at faster solutions and generate a greater number of
alternatives. In addition, an expert system can be recorded and
used for consultation and training purposes in multiple locations,
simply by copying a disk file.

Expert Systems and Decision Support Systems

Expert systems and decision support systems both support
problem-solving in an unstructured environment. Expert systems
make it possible to expand the flexibility of the problem structure.
They also offer the use of an inference engine, a knowledge base,
and a knowledge acquisition system. A DSS provides the user
manager with alternatives for consideration, but an expert system
can help the user evaluate these alternatives or may even prompt
the decision-maker with approaches or choices that have been
employed in other situations. The expert system can serve as a
consultant, providing ‘rules of thumb’ for situations that deal with
incomplete, uncertain data. In the future, many managers may use
expert system shells to augment the decision support systems they
have already developed.

Robotics

The application of artificial intelligence that has been a major part
of factory automation is robotics. Most robots handle specialized
tasks, such as cutting, drilling, painting or welding. Most are



designed to do a single function, following the same pattern of
motion day after day.

Although most robots are programmed to perform a simple,
repetitive task, some robots perform a series of operations.

One problem in robotics is that robots cannot be programmed to
move exactly according to the computer’s instructions. One way of
dealing with this problem is to endow robots with sensors, such as
machine vision or tactile feedback. When a sighted robot misses its
target, it can see its error and adjust its position accordingly.
Vision systems are also used to enable robots to identify objects
correctly so that they know what stored programs to use.

Tactile sensing is also an ability of robots.

In the past, robots were used primarily for jobs in which humans
faced safety and health hazards. In general, robots are slower and
more expensive than people. They are much better equipped to
perform a single task day after day than they are to handle
complete operations.

With the dramatic growth of technology in the artificial
intelligence area, we might feel that it will not be very far into the
future before fiction becomes fact, and expert systems are able to
read a human’s thought processes and to do the reasoning for him
or her. However, before we begin to think that computers may
become intelligent in and of themselves, we need to rethink their
potential. Computer technology is only as powerful as we can
design it to be. It is only as useful as our requirements dictate. User
designers, knowledge engineers, and system builders in the future
will have a growing role in business, industry, and the service
professionals. Thus, there is a need to control the effective use of
these technologies so that they can be used productively and
successfully to solve business, scientific, and medical problems.

Ex.1. Answer the following questions:

1. What are the ways of providing the managers with
information?



2. What distinguishes a decision support system from an in-
formation system?

3. Haw can a good decision support system be created?

4. What are the stages of decision-making?

5. What are the characteristics of a decision support system?

6. What are the steps in the DSS development process?

7. How can an expert system be defined?

8. Is there any difference between expert systems and decision
support systems?

9. Can robots today be as smart as humans?

Ex.2. Give the summary of the text using the key terms.
Ex.3. Translate in writing.

Tepmun  “uckyccrBenubiii  untemiekt’ (M) ynorpebmsiercs
CerogHsi B JBYX OCHOBHBIX cMbiciax. C oxanoil crtoponsl, MU
MOHUMAETCS KaK HEYTo, TMPHUCYIIEe ONpPEASIICHHOMY KIAcCy
KOMITBIOTEPHBIX CUCTEM, paboTa KOTOPHIX MOKET OBbITh MOHSTAa Kak
CYILIECTBEHHO CXOJHAasi C TE€M THUIIOM YeJIOBEYECKOW IesTebHOCTH,
KOTOpBI MBI Ha3blBaéM MHTEIEKTyaslbHbIM. CTENeHb 3TOro
CXOJICTBA ¥ NPAaBOMEPHOCTh KBAIU(UKAMH  KOMITBIOTEPHOU
CUCTEMbl KaK MHTEJUIEKTYaJlbHOM B TIIOJIHOM CMBICIE CllOBa -
MpenIMeT AWCKYCCHH, KOTOpbIE HAYalUCh C TOSBICHHUEM TIEPBBIX
CHCTEM, Ha3BaHHBIX WHTEJUICKTYyaJbHBIMH M BEAYTCS 1O CeH JCHB.
C npyroit crtoponsl, TepmuHoM WK o6o3HauaeTcss Hay4HO-
TEXHUYECKOEe HampaBJeHHWE, B paMKaX KOTOPOTO HCCIEAYIOTCS,
M300peTalOTC M PEATM3yIOTCs pa3indHble CHOCOOBI  CO3MaHHA
KOMITBIOTEPHBIX CUCTEM.

Nmerommecst B HacTosimee BpeMs CHUCTEMBI HCKYCCTBEHHOTO
nateiekta (M) crmocoOHBI  BBRIMOJMHATH  (QYHKIMH, paHee
CUHTABIITHECS HCKITIOYUTEILHO MIPEepOTaTUBOM YeloBeKa:
MEPEeBOAUTh TEKCThl C OJHOrO S3bIKa Ha JpPYroH, JOKa3bIBaTh
MaTeMaTHYECKue TEOPEMBI, JMarHOCTHPOBATh 00se3Hw,



pacrno3HaBaTh MECTOPOKICHHS IMOJE3HBIX HMCKOIMAEMBIX, YMEJO
WrpaTh B MIAXMAThl U IPYTUE UHTEIUIEKTYAJIbHBIE UTPHI.

PoGotel, 3T aBTOMAaTHI, Hanenenusle MU, ele HegaBHO OBIBIINE
JUIIH IEPCOHAKAaMU (DAHTACTHUECKUX PACCKA30B, B HAIIIM THU YKE
peaNlbHO CYIIECTBYIOT, BBIMONHSAA 0€3 ydacTusi 4YelloBeKa -
omepaTopa  UEJCHANPABICHHbIE  JICWCTBUS, ONACHBIC WU
HEBO3MOJKHBIE Il YEJOBEYECKOro  opranusma. Otinuue
COBPEMEHHBIX POOOTOB OT paHEEe U3BECTHBIX ABTOMATOB COCTOUT B
TOM, YTO OHH OO0JaJalOT TaKUMH “UHTEIUICKTYaJbHBIMU

CHOCOOHOCTSIMU, Kak CIIOCOOHOCTh oOyuarbcs,
MPUCIIOCAa0MMBAThCS K M3MEHSIOUIEHCS  cpene  oOWTaHws,
NeICTBOBATh  II€JIEHANPABIEHHO,  “‘OCMBICIEHHO  ~ HMHTUPYS

MIOBEICHHUE YEIIOBEKA.

Eme omun BaxHbeli Kimacc cucreM MWW, nomyuuBmmit
pacIpoCTpaHEHUE B IOCIEAHEE BpPEMS, - OTO T.H. “DKCHEPTHBIC
CHCTEMBI”, T.€. CHCTEMBbI, MO3BOJIAIOLINE HAa 0a3e COBPEMEHHBIX
KOMITBIOTEPOB BBISIBUTh, HAKAIUIMBaTh M KOPPEKTUPOBATh 3HAHUS
13 PA3JIMYHBIX IPEAMETHBIX 00JacTel.

Ex.4. Topics for discussion.

The characteristics of decision support systems.

The development of decision support systems.

The characteristics of expert systems.

The difference between decision support and expert systems.
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Some Hints on Comparing Brain and
Computer Processing

Key vocabulary:

Initiation - BKITIOYCHHE, 3aITyCK, CO3/IaHKIE, HHUIHAIIHS

Pipelining - koHBe#epHBI pekuM, KOHBeHepHas 00padoTka
Hyperthreading - TexHOIOTHS TUIIEPIIOTOYHOCTH

Bandwidth - mpomycknas ciocoOHOCTh, TUAa30H YacTOT

Single sourced output - eHTpaTU30BaHHBIN BBEIBO

Interleaved - yepemyronuiics, mepeMeKaronHics

Overlay - HanmoxeHHe, IEPEKPHITHE, OBEpIICH

8. Overwrite - HacJOCHHE, Iepe3anuch, HAIOKEHUE HOBBIX
JTAHHBIX

9. Ample capacity - ycunenue, pacmmpenue oobema (mamsTH)

10. Feedback loop - meTiis, KoHTYp 00paTHOM CBSI3H

11. Human-computer interface (HCI) - wunrepdeiic ‘uenonek-
MalrmHa’

12. Stand-alone - He3aBUCHUMBIH, aBTOHOMHBIH

13. Information system/information technology (IS/IT) -
nHpOpPMaLMOHHAs cucTeMa / HH(pOpMaIIMOHHAS TEXHOJIOT S

14. Cortex - Kopa roJIOBHOTO MO3Ta

15. Corpus callosum - Mo30omHCTOE TEJNO, IYyYOK HEPBHBIX
BOJIOKOH, COSTMHSIONINI 00a MOTyIIapys TOJIOBHOTO MO3Ta

16. Retinal - oTHOCSATIHIACS K ceTYaTKe riia3a

17. Supplant - BEITECHATh, BBIKUMATh, 3AMEHATh

N U W~

Over thirty years ago, TV shows from The Jetsons to Star Trek
suggested that by the millennium’s end computers would read,
talk, recognize, walk, converse, think and maybe even feel. Since
people do these things easily, how hard could it be? Yet today we
generally still don’t talk to our computers, cars or houses, and

they still don’t talk to us. The Roomba, a successful household
robot, is a functional flat round machine that neither talks to nor
knows its owner. Its “smart” programming mainly tries not to get



“stuck”, which it still frequently does, either by jamming itself
under a bed or tangling itself in carpet tassels.

Computers do easily calculation tasks that people find hard, but
they have difficulty in recognizing patterns. Other tasks easy for
people but hard for computers include language recognition,
problem solving, social interaction and spatial coordination. While
people recognize familiar faces under most conditions, computers
struggle to recognize known terrorist faces at airport check-ins
because variations like lighting, facial angle or expression, or
accessories like glasses or hat, upset the computer’s fragile logic.
Advanced computers struggle with skills most five-year-olds have
already mastered, like talking, reading, conversing and running:

Computer vs. Human Information Processing

In comparing human and computer systems, the brain corresponds
to a computer’s central processing, not its printer or screen. The
brain’s trillion (1012) neurons operate by electricity, and like
transistors are on/off devices that allow logic gates In the
neurocomputational approach neural patterns encode, trans-form
and decode information. The brain is seen as an information
processor, like computer central processing, but of a different type.
If so, what are the differences?

In a systems theory approach a processing system (computer or
brain) is presumably composed of processors (computer or
cognitive) that receive input (from sensors or ports) and create out-
put (to effectors or peripherals). While the brain’s design is
relatively consistent between people due to genetics, a computer’s

design is whatever its designers choose it to be. Here, “computer”
refers to computers whose design follows Von Neumann’s original
architecture, which is the vast majority of computers in use today.
In his original design, to ensure valid processing, Von Neumann
assumed:

1. Centralized control

2. Sequential input

3. Single sourced output



4. Location based storage
5. Input driven initiation
6. Minimal self-processing

Control

Centralized control means all processing ultimately originates
from and returns to a central processing unit (CPU), which may
delegate work to sub-processors. Computers have a CPU for con-
trol reasons, so the computer always knows exactly where, in
processing terms, it is up to. A disadvantage of this architecture is
that if the central unit fails, the whole system also fails.

On a software level, an operating system infinite processing loop
means the whole system “hangs”. Asking a room of people if their
computer “hung” this week usually gives a show of hands,
especially for Windows users, but asking people if their brain
“hung” this week is almost a non-question. The brain’s “operating
system” can work continuously for over seventy years, while the
Windows operating system gets “old” after only 2-3 years, and
must be reinstalled.

The human brain, unlike the computer, has no clear “CPU”. In its
neural hierarchy lower sub-systems report to higher ones, but the
highest level of brain processing, the cortex, is divided into two
hemispheres that divide up the work between them. Each
hemisphere replicates its data to the other using the corpus
callosum, a massive 800 million nerve fiber bridge, so both
hemispheres “see” the entire visual field. Each hemisphere can
independently process input and create output, i.e. it acts like an
autonomous “brain”. Subsystems for speech and memory within
a hemi-sphere also have autonomy, as do psycho-motor and
emotional systems.

Input

Sequential processing handles data or instructions one after an-
other rather than simultaneously in parallel. While computers can
use pipelining and hyperthreading, most computer processing is



sequential due to cable and port bandwidth limits. While
supercomputers have limited parallel processing, millions of
human retina cells parallel process boundary contrast information
before the signals leave the eye.

Parallel processing explains how the brain recognizes sentences
or faces in 1/10% second, faster than most computers, yet the
neuron refractory period is 1/1,000t second - a million times
slower than a typical computer event. Slow brain hardware allows
for only 100 sequential steps in 1/10t% second, and no pro-gram can
do human pattern recognition in 100 lines. The brain’s slow
components create fast responses using parallel processing.

Output

Single sourced output processing “locks” output for exclusive
access by one processing system, e.g. two documents sent from
different computers to a network printer at the same time come out
one after the other, not interleaved, as each program gets exclusive
access. Databases use exclusive control to avoid the deadly
embrace of a double lock. In general, computers process the same
input only one way, so software updates of a program or driver
overwrite previous versions.

However in the brain’s evolution, new systems overlay rather than
replace older ones. The older system still remains and processes.
Older systems being simpler are faster, and so can respond
quicker, e.g. touching a hot stove gives an instinctive pull back.
Challenger launches use three computers to calculate the complex
“Launch” decision, and likewise the brain seems to calculate its
outputs many ways, then take the best and ignore the rest. The
alternative to single source output control is overlaid output,
where different systems respond on a time gradient.

Storage

Location based storage stores, and recalls information by
numbered memory locations, e.g. a disk’s side, track and sector.



While such systems can duplicate data by duplicating storage, this
is costly, and so one computer “fact” is usually stored in one place,
so damaging the location destroys the data held there.

Storage capacity depends linearly on the number of locations, so
such systems can report “memory full”.

In contrast, brains never report a “memory full” error, even after
decades of experience. One memory is not stored in one place, i.e.
brains don’t store memories as computers do. That electrodes
stimulating certain brain cells evoke particular memories does not
make them stored at that location, just activated from there.
Studies suggest that one memory involves 1,000 to
1,000,000+neurons, and one neuron contributes to many
memories, rather than just one.

The brain somehow stores memory in the neural interconnections
that increase non-linearly with neuron number, e.g. 1012 neurons
each connected to 10,000 others gives 1016 connections - ample
capacity for a lifetime’s data. This method also allows location by
content rather than address, the computer equivalent of indexing
on every field in a database record.

Initiation

The Input-Process-Output (IPO) model applies equally to the
brain, whose input is the senses, and output is motor effectors.

Input driven processing means that input initiates processing
which creates output, i.e. a computer’s output is defined by its
input. If people worked this way, the brain would turn sensory
input into behavior as a mill turns flour into wheat, i.e.
mechanically. Just as without wheat there is no flour, so without
sensations there should be no mental processing. Yet in sensory
deprivation studies people soon start to hallucinate, i.e. the brain
creates perceptions.

While computers without input typically fall “idle”, people with-
out input get bored, and seek out stimulation. Human processing
seems not a linear Input-Process-Output (IPO) sequence, but a



feedback loop modified by life, where output affect consequent
input, e.g. turning the head affects what one sees.

An alternative to a mechanical input-driven system is a process-
driven system that actively initiates feedback loop, allowing
expectations, purposes and contexts.

Self-processing

The classic animal test for “self-awareness” is to show a mirror to
the animal and see if they know themselves. Computers, like the
less intelligent animals, fail this test. In contrast, people in-vest a
great deal of time creating their “ego”, or idea of them-selves,
which self-concept strongly affects behavior.

While computers do not have an “I”, or give themselves names,
most people do. While programs generally avoid writing over their
own code, and an operating system that overwrites itself is
considered faulty, human goals like: “To be less selfish” imply
people changing their own neural “programming”.

Is a “self” processing itself, like a finger pointing to itself, im-
possible? Not for overlaid systems, as brain systems like the
frontal cortex, with autonomy, can form not only a concept of self,
but also use it in social relationships.

Social Identity Theory further suggests that groups arise when
individuals use a group’s “identity” to form their self- identity.
Social development requires the ability to self-process.

Summary

In summary, the brain’s design differs from that of most computers
in its:

1. Decentralized control: The brain has no CPU, even at the
highest level.

2. Massively parallel input: Retinal cells are massively parallel
processors.

3. Multi-sourced output: New and old brain systems compete for
output.



4. Storage by connections: Allows access by content and life-
time’s memory storage.

5. Process driven initiation: People plan, expect, hypothesize and
predict life.

6. Self-processing: People have concepts of self and group that
allow social activity.

The human answer to information processing is the computer, a
powerful system with one central control point, that processes
most input signals one at a time, that uses one program at a time
for output tasks, that stores one bit of data in one place, that
initiates its processing in one way, and that does not process its
own processing.

In contrast, nature’s solution is more subtle, with many points of
control, many input signals processed at once, many output
calculations per task, memories stored in many places, initiation by
processing as well as input, and meta-levels of processing.

Such design differences suggest that machine intelligence and
human intelligence may be as different as apples and oranges. The
brain uses tactics that for computers are highly risky, e.g. self-
processing risks infinite recursive loops. Yet risk also enables
opportunity, so people unlike computers can think about their
thinking.

While computers have people to look after them, the brain
responds to undefined and potentially infinite variability in real
time, where “It does not compute” is not an option.

Implications

People have always wondered how smart computers really are. As
computers attempt human specialties, like walking and talking,
they tend to look stupid rather than smart. As we get to know
computers, their image of incredible cleverness is changing, e.g.
Al enemies in computer games are considered less challenging

than human opponents, hence the rise of multi-player online
gaming.



While the initial “power” advances of Al were rapid, it seems now
to have struck what can be called the 99% barrier, e.g. computer
voice recognition is currently 99% accurate, but one error per 100
conversation words is an error per minute, which is in-adequate.
There are no computer controlled “auto-drive” cars because 99%
accuracy means an accident every day, again unacceptable. Real
world requirements, like driving in rush hour traffic, need well
above 99% driving accuracy. A competent human driver’s “mean
time between accidents” is in years, not days or months, and good
drivers go 10+ years with no accidents.

Human information processing has somehow crossed over into
“the last percentage” of performance, but for computers more
power is now giving diminishing returns, perhaps because
processing power alone is not enough for “equivocal” real world
tasks, e.g. pure processing logic cannot deduce a 3D world from
two-dimensional retinal signals, as the brain does.

David Marr suggests that computer pixel-by-pixel processing has
not led to face recognition because trying to understand perception
by studying neuronal (pixel level) choices is “like trying to
understand bird flight by studying only feathers. It just cannot be
done.”

The solution may require not just processing power but a new
processing style. Yet if computers deviate from Von-Neumann’s
original deterministic assumptions, who is to say they will not then
inherit human-like weaknesses?

Despite enthusiastic claims that computers will soon overtake
people in intelligence technology still struggles to simulate retinal
activity, let alone the visual cortex, i.e. computers struggle to
simulate the lowest level of brain processing (the retina is part of
the brain).

The problems of, say, computer-vision are only just beginning to
be appreciated: computers are no real competition for the human
brain in areas such as vision, hearing, pattern recognition and
learning. And when it comes to operational efficiency there is no
contest at all. A typical room-size supercomputer weights roughly



1,000 times more, occupies 10,000 times more space and
consumes a million-fold more power.

Barring an unexpected breakthrough, computers in the foresee-
able future will struggle with skills like conversation that five year
olds find trivial, raising the question: “How long before computers
learn what people learn after five?”

The Robot World Cup wants robot teams to compete with people

by 2050, but the contrast between robot shuffles and world cup
brilliance may be more than imagined. Perhaps the question is not
whether 50 years will suffice, but whether a thousand will.

A Socio-technical Approach

The socio-technical approach gives a pragmatic model for
computing progress that does not depend upon computers out-
performing people in real life tasks like driving. In this view,
computers are at the lowest level (hardware chips and circuits), yet
software “emerges” from hardware as a new system level, based
on data flow diagrams not circuit diagrams. Likewise meaning can
“emerge” from data/information, and cultures from individual
meanings. Higher levels offer higher performance based on higher
operational requirements.

In this view, computers will progress beyond mere information
processing, into areas like thinking and socializing, and soon
overtake human processing, if they have not done so already. The
problem with this technological utopianism is that computer Al
agent development has made little progress in a decade.

In the alternative socio-technical model, computers combine
with people to form new systems, e.g. while plane and pilot can be
seen as two physical systems (human and machine) working side-
by-side, or seen as one socio-technical system with human and
mechanical levels (where the pilot’s body is just as physical as the
plane). In the latter case the human adds a new system level not
just a new system component.



In a socio-technical view, computers need not attempt tasks like
abstract thinking that a perfectly good information processor (the
brain) already does, perhaps as well as can be expected given the
task. If people and computers are simply different types of
information processors, this approach says “Vive la difference!”
and aims to combine their strengths.

The goal of computing now changes, from making better
computers to forming better human-computer teams, i.e. from
computer excellence to human-computer excellence. The
computer’s role also changes, from that of clever independent
actor to human assistant or social environment.

Also, socio-technical development is seen as an extension of HCI
concepts. To support the view that people plus computers are more
powerful that people or computers alone, note that every runaway
IS/IT success of the last decade has supported rather than
supplanted human activity. Computers that combine human and
computer processing are succeeding more than clever systems with
stand-alone processing, like the Sony dog. A Sony dog with less
smarts but cuddly fur and puppy dog eyes might be more
successful.

The principle of finding a human task and supporting it has many
success stories, e.g. tax software, route direction systems
(Mapquest), currency conversion, etc. While driverless cars are
still a distant possibility, automobiles already have features like
reactive cruise control, range sensing and assisted parallel parking.
While computer surgery is still a dream, computer supported
surgery (e.g. over distance) is a reality. While robots routinely fall
over, people with robotic limbs walk well.

However, designers now have a problem beyond computer
excellence, namely defining the computer/human boundary.
Clever software that crosses that computer-human boundary and
at-tempts human roles becomes annoying not useful. Word can be
like a magic world where moved figures and titles jump about or
disappear, typing “i = 0” turns into “I = 07, tables refuse to resize
their columns, and text blocks suddenly change to a new format
(like numbered) after a deletion.



Experienced users typically turn off auto-help options as, like the
sorcerer’s apprentice, software assistants soon get out of control
and act beyond their ability. They act like they know better.
Software that excludes the user from its operation and then acts
beyond its ability is an increasing problem, not counting the
programmer time wasted on functions that users turn off.
Competent users dislike software that is too clever for its own
good and won’t listen.

Humanizing Technology

For a computer system to support human requirements they must

be specified. Interfaces that work the way people work are more
accepted, more effective and easier to learn. A good interface does
not interrupt or annoy and remembers past user interactions.

The approach is to derive computer primitives from psychological
processes, €.g. multi-media systems succeed by matching the many
human senses.

It is often efficient to follow group knowledge, e.g. people often
traverse a forest by following the paths trod by others. Web sites
could support this social process by showing “web-tracks”, i.e.
changing link appearance to reflect use frequency, e.g. often-used
links could increase in size or deepen in color.

Web “tracks”, that show visually where other users have gone,
would be highly successful. Web-trackers already gather user click
data in secret for web site owner benefit. A web track site

would simply make click data visible to everyone, not just a few.
Of course, for web-tracks to work as a social tool, social problems
would have to be overcome, e.g. a social standard would be
needed to prevent sellers from abusing it to trick customers.

Conclusions
The brain is a different type of information processor, not an

inferior one. This suggests replacing technological utopianism
with socio-technical progress, where computers plus people form



more powerful systems than either alone. For this to occur, the
computer must change its role from clever actor to simple

assistant.

It is concluded that:

1. people and computers are different types of processors, with
different strengths and weaknesses

2. For computing to attempt human specialties may be not smart
but dumb.

3. Computing that works with people and society will succeed
more than that which tries to advance alone.

4. Human and social processes will increasingly drive computer
design.

The next decade will show whether these general predictions are
true or not. Perhaps in a few years robot house-help will walk in
the door. Even so, the argument is not against technology centered
progress, but for socio-technical combinations, i.e. why waste the
processing power of the human brain?

For a global society to arise from the Internet technology it must
follow rather than ignore human social guidelines.

Ex.l. Answer the following questions:

1. Why is it difficult for computers to recognize patterns?

2. The principles of traditional computer architecture according to
Von Neumann.

3. What are the advantages of an autonomous brain as compared
with a centralized computer control?

4. What are the advantages of parallel processing?

5. Why can’t brains report a “full memory” error?

6. What are the differences between the brain’s and the computer
designs?

7. Are computers comparable to people when attempting human
specialties?

8. What are the different socio-technical models for computing
progress?

9. Can computers alone outpace people in productivity?



Ex.2. Give the summary of the text using the key terms.

Ex.3. Translate in writing.

KoMmnerorepsl  uMeroT namsaTe. B Hee  MOXHO  3ammcarb
IOpOrpaMMBbl, JaHHbIE, H300paxkeHus, uyTo yrogHo. OnHako, Bce
OHM XpaHATCA KaK HEKOTOPble HMEHOBAHHBIC IEPEMEHHBIE.
CnenuanbHble MPOLETYpPbl XEHIMPOBAHUS IO3BOJSIOT BBIYHCINTH
[0 MMEHU NEPEMEHHOM ee aapec B (pU3MUECKON MaMATH, U UMEHHO
0 3TOMy ajpecy OylIeT MCKAaTbCs COOTBETCTBYIOLIAsS 3allUCh.
Hukakoii cCBA3M MEXIy aapecoM, II0 KOTOPOMY HaXOIATCSA
JaHHblE, U COJEPKAHUEM CaMUX JaHHBIX HEe cyullecTByeT. Takas
aapecanys IpeAnoyaracT MacCUBHOCTb JAHHBIX B IIpOLECCE
noucka. OTO OOCTOSTEIbCTBO UPE3BBIYAWHO 3aTpPyAHSAET IIOMCK
JAHHBIX ¢ YACTUYHO U3BECTHBIM COJEPIKAHUEM.

Mo3r ucnonb3yer Apyroi crnoco0 moucka HH(pOpMALUU - HE IO
aJpecy, a IO COJCPXKAHUIO, BEpHEEe, IO €ro JOCTaTOYHO
MpEeACTaBUTENbHOW 4YacTU. BcmomuuTe Tenenepenady "Yragai
Menoauio", B KOTOPOW YYacTHHKAM NpEAsiaraeTcs BOCCTAHOBUTH
TEKCT KyIUIETa [0 HECKOJIbKUM HOTaM MEJIOHH.

[lamsATh, crocoOHasi BOCCTaHABIMBATh IMOJHYI HH(OPMALUIO IO
ee JOCTaTOYHOU 4acTu Ha3bIBACTCS COJIEPKATEIIbHO
agpecoBanHoi. I[Ipm  sTomM, MO3r  CHocoOEH  W3BIEKaTh
nHpOpPMALMI0O W B CJIy4yae, €CIM MCXOJHbIe JaHHbIE (KJIHOY)
ABISIOTCSI HE COOCTBEHHO €€ 4YacThlo, HO CBSI3aHBl C HEH
yCTOMYMBOM CBsI3bl0. Takas mamsTh Ha3bIBae€TCS B OOILEM clilydae
aCCOLIMaTUBHOM.

Hama mamsTe sIBIsSIeTCS TakKe W pacIlpelesieHHOH. DTo o3Hayaer,
9TO B MO3re€ HET CHEeNUATM3MPOBAHHOTO HEHpOHA, OTBEYAIOIIEro,
HampuMep, 3a pacro3HaBaHue Bamed 0aOymku. HaoGopor, B
3allOMHUHAHUH HEKOTOPOH HMH(GOPMAIMH y4YacTBYEeT MHOXKECTBO
HEHPOHOB, TaK YTO T'MOENb HEKOTOPHIX M3 HUX OOBIYHO HE YyJaJIsieT



COOTBETCTBYIOUIMI 00pa3 W3 mamsaTH. bonee Toro, mosr oGmamaer
OIPOMHOM KOMIIEHCAaTOPHOU CIIOCOOHOCTBIO: HOpaKeHHUe
OOIIMPHBIX YYAaCTKOB NPHUBOJUT K TOMY, YTO COOTBETCTBYIOILUE
¢ynkmun OepyT Ha ceOs apyrue ero dvactu. Takoe CBONCTBO
CHCTEM Ha3bIBaeTCsi poOACTHOCTBIO (robust - KpEmKHid, 370pPOBBIiA).
BcnomauTe, 4YTO HpoM3OMAET ¢  Bamled IPOrpaMMOH B
KOMIIBIOTEpE, €CIM B HeHW 3alopTUTh HECKOJIBKO OUT - U Bhl
OLIEHUTE JOCTOMHCTBA XPAHEHUs HH(POPMALIUU B MO3TE.

PacnipenenenHoct He mpeamnoiaraeT OecCTPYKTYpPHOCTh. Mo3sry
OpUCyI]a  OMNpeJeNeHHass  NPOCTPAHCTBEHHAs  JIOKAJTU3aIHs
¢ynkumii. Tak, B o00nacTu 3aThlIKa pAacloNIOKEHA 3PUTEIIbHAS
KOpa, a JIOOHbIE TOJIM OTBETCTBEHHBI 32 IUIAHUPOBAHUE TIOBEICHUSI.

HakoHern, BakHEHIIMM CBOMCTBOM HAIlCH ITaMSITH SBJISICTCS €¢
akTuBHOCThb. CypukoB He BHeN, kKak CyBOpPOB MEPEXOIUT dYepe3
AJBIIBI, HO CO3Mall B CBOEM CO3HAaHWUHM COOTBETCTBYIONIMHA 00pa3 u
MaTepuaan30Ball €ro Ha xojcre. FEme Oonee mnpudyiMBbIe

MPUMEPBhl AKTUBHOCTH TIAMSITH MOTYT OBITh Hai/IeHbl Ha KapTHHAaX
Bbocxa.

Wrak, denoBedeckass MaMATh OTIMYACTCS OT KOMIIBIOTEPHOU TeEM,
4T0  OHa: coziepKaTebHO-aJpeCOBaHHAs, accolaTUBHAs,
pacnpezeneHHas, poOacTHasi U aKTHBHAI.

Ex.4. Topics for discussion.

1. The computer and the brain - their similarities and differences.

2. Different ways of processing and storing information by the
computer and the brain

3. The limitations of Al when attempting human specialties.

4. The future of computing is in further developing human-
computer interface.



An Active Mind is the Key to Longevity
Key vocabulary:

1. Life expectancy - mpo1oKUTENTEHOCTD KU3HU

2. Ageing - ctapeHue

3. Intelligence Quotient (IQ) - ko3 PuUIHEHT UHTEIUICKTA

4. 1Q scores - moka3zarenu ko3 uimeHTa HHTEIICKTa

5. Longevity - nonronerue

6. Positron-emission  tomography (PET) - mo3utrponHO-
SMHCCHOHHAs TOMOTpadus

7. Magnetic resonance imaging (MRI) - momydenue wn3oOpakeHuUs
C MOMOIIBI0 MATHUTHOTO PE30HAHCa

8. Per se (J1at.) - camo 1o cebe, o CyTH, HEMOCPEICTBEHHO

9. To live a full-fledged life - >xwutrh nOMHONMpaBHOI,
CaMOCTOATENIBHOW JKU3HBIO

10. Sedentary lifestyle - cunsamii 06pa3 Ku3HI

11. Inequality - HETTOX0XKeCTh, HECXOACTBO, HEOAMHAKOBOCTh

Until recently it was widely believed that heredity, the
environment and lifestyle were the main factors in human life
expectancy. Today, however, there is yet another factor - the
level of intellect and the intensity of intellectual activity. The link
between IQ and ageing was established by specialists at the
British Medical Research Council. They surveyed more than 1,000
people in different social and occupational groups, publishing their
findings recently. Mortality rates among people who engage in
intense intellectual activity throughout their lives are four times
lower, than among those who do not. Researchers stress that a
key factor here is constant intellectual activity, not just high IQ
scores.

Thus far British scientists have only presented the facts but have
yet to explain them. This was the question put to Academician
Natalya Petrovna Bekhteeva; director for research at the Russian
Academy of Sciences (RAS) Brain Institute [died in June, 2008].



Natalya Petrovna, you have often said that, like staying in good
physical shape, keeping fit intellectually requires a constant
effort. Now there is evidence of a link between physical and
intellectual shape. What is it based on?

I can only hypothesize, based on our knowledge of human brain
activity. Yevgeny Nikolaevich Sokolov, a well-known physiologist,
once suggested that the brain of living beings works along “marked
lines.” He studied lower animals, coming to the conclusion that their
brain activities were preprogrammed. Their neuron network is so
formed that nerve impulses in the brain spread like trains along rail
tracks with prearranged stops. The human brain is far more
complex, but even we have such “marked lines.” This is how our
accustomed, automatic actions proceed - e.g., when entering a
room, you automatically switch on the light.

Scientists can observe what happens in the brain when a person
performs different actions - both simple and complex. When a
person begins to do something new, at first the entire brain is
activated, but gradually some of its fields are turned off with only
those functioning that are necessary for a particular type of
activity. The simpler an activity is, the fewer brain fields are
“on.” This saving mode frees up the brain for something bigger.
What bigger things?

Complex intellectual activity, solution of nonstandard problems
and creativity. Recent research, based on the use of positron-
emission tomography (PET) and magnetic resonance imaging
(MRI), showed that, in these cases, certain sections are activated in
many fields of the brain. For the last five years, the RAS Brain
Institute has been studying the organization of the brain in the
process of creative activity. Volunteers are asked to perform tasks
of different complexity (e.g., compose a story from connected and
disconnected words), and then PET and MRI are used to observe
what is happening in the brain at this moment. It turned out
that creative activity taps almost the entire brain, including zones
that are associated with very different processes - memory,
emotions, creativity per se, and many other things.



But how is all of this related to a person’s physical shape and
life expectancy?

With such “unconventional activity” the brain is used to the
maximum, living a full-fledged life. Like other organs, the brain
needs work. Even the brain of children who do not receive
sufficient stimulation may not develop properly. If however, a
person has spent his life in a “stereotype” conventional routine
situation - sweeping the roads, working on the assembly line, etc.

- in other words, moving along “marked lines” without any
compensation for this underemployment of the brain, in old age he
will not be able to study a foreign language, will have serious
memory problems, and so on; On the other hand, a person who
has engaged in intensive intellectual activity pre-serves his brain in
good working order until a very old age, even though his memory
may not be as good as at age 20 or 30.

But another thing is very important. In fulfilling “super-tasks,” the
brain of even a not very young person can create new connections
and even form new neurons and nerve cells. Emerging neuron
networks begin to work and contribute not only to good
intellectual shape but also influence many processes in the
organism. An active brain can better cope even with the effects
of a stroke.

Super-tasks are useful, even vital for the human brain. Compare a
large city with many people constantly moving around, extensive
infrastructure, and plenty of lights, on the one hand, and an
abandoned village where a handful of elderly people are living out
their time, on the other. A human brain that does not solve
complex tasks and does not engage in creative activity is like an
abandoned village.

What about the body?

The brain has to do with everything that is happening in the
organism. For example, creative thinking activates zones that are
essential for emotional activity, including hypothalamus structures
influencing the endocrine system which is directly related to
ageing processes. This is only one line, but I believe that an active



brain in elderly age continues to regulate almost everything that
happens in the organism.

I have devoted much thinking to the central regulation of the
ageing process: There are several phases of ageing, and it is quite
possible that the brain can extend one of these phases.

Why has intellectual activity not been seen as a factor in life
expectancy?

You see, the brain can do very much, but not everything. Often
times “intellectual workers” or “brain workers” lead an unhealthy
lifestyle - low physical activity, a sedentary lifestyle, wrong diet,
bad eating habits, and bad habits in general. The brain at-tempts to
compensate for this, but cannot always cope with the problem.
Although these people live longer, they are unhealthy. My
judgment is based both on my own experience and the people
around. So the best possible option is to combine physical and
intellectual activity from an early age. “Brain workers” past 40
should give this some thought.

What about others? Can something be changed after 40?

Some of my patients had memory problems, and I asked them: “Do
you read much?” “Yes, we read newspapers,” they would say. At
that time, our newspapers almost did not differ from each other,
so I would tell them: “Unless you start reading something else, |
do not envy your old age.” People should at least read different
literature. It 1is essential, as far as possible, to apply
unconventional approaches to various problems. There are
many things in a person’s life that can stimulate the brain,
challenge and force it to come up with unconventional solutions,
even on the day-to-day level, within the family.

Unfortunately, this approach cannot be imposed on a person. But
on the other hand, organized propaganda and advertising can be
rather effective. Consider the popularity of fitness clubs today.
It might be a good idea to organize “brain clubs”.

Do you have some personal “intellectual health” rules?

I learned one rule from my boss, Dmitry Andreevich Biryukov,
director of the Institute of Experimental Medicine, whose working



day was sharply divided into two halves: during the first half he
devoted himself to science and during the second, to management.
When he was in the laboratory, nothing (unless it was a fire)
could distract him from his research. When I became director, I
did the same, but was unable to pursue full-fledged research for
very long.

Today, I work most of the time at home, and this requires very
strict discipline. Until I have produced my “daily quota of pages”
or until I have read what I have assigned myself to read for my
current project, I do not deal with the so-called chores which can
consume much time and effort.

FACT BOX 1

The Brain and the Computer

The human brain contains 10 billion to 20 billion neurons, nerve
cells. One neuron has links with about 20 000 other neurons. It
takes a few microseconds to transmit chemical signals between
neurons, while the brain performs many functions farter than the
most powerful modem computers. The trick is that the brain does
not follow encoded instructions but activates links (synapses)
between the neurons. Each activation is equal to the performance
of a specific digital command. The brain’s synaptic activity can be
as high as 1016 neuron connections per second. To achieve this
productivity, it will take 1 million Intel Pentium computers,
consuming a total of hundreds of mega-watts.

FACT BOX 2

IQ linked to health

Intelligence may partly explain why some people enjoy worse
health than others - but it is not the whole story, researchers say.
Some experts have suggested that IQ is an important factor in
explaining the wide health inequalities which exist in the UK and
elsewhere.



But strong evidence of this link is scarce, with few studies
conducted in efforts to confirm the association and use this
information to reduce the health gap.

Now researchers from the Medical Research Council, writing
online in the British Medical Journal, have looked at the effect of
IQ on the health of 1347 men and women living in the west of
Scotland.

The participants, who were aged 56 when the study started in
1987, had their IQ assessed in a written test, while their socio-
economic status was identified by interview.

Their health was then monitored for 17 years by researchers from
Glasgow University and Edinburgh University.

The researchers wanted to discover whether taking account of IQ
when looking at health would cause the link between the
socioeconomic position and health to disappear.

They assessed factors such as heart disease deaths, long-term
illness and respiratory function.

As was expected, those in the poorest groups faced the greatest
link of ill-health and death.

When they took into account IQ, the link between social group and
ill-health was markedly reduced.

But the risk of ill-health among disadvantaged people was still
twice that of the more advantaged group with many of the health
factors looked at in the study.

“Our findings indicate that 1Q does not completely explain the
health differences between rich and poor, but may contribute to
them,” the researchers said.

One explanation for the link between the intelligence and health
inequalities may be that 1Q is linked with behavior which can lead
to ill-health.

The researchers said, for example, that people with higher child-
hood 1Q scores were more likely to stop smoking once started than
those with lower IQ scores.

They also said that important chronic diseases, such as
hypertension and diabetes, had been shown to lower IQ.



Ex.l. Answer the following questions:

1. What is the link between IQ and ageing?

2. What is this link based on?

3. Comment on the difference between the neuron network of

lower animals and human brain activity.

4. Describe the brain activity when a person performs different
actions.

5. How does fulfilling super-tasks stimulate brain activity?

6. Why does intellectual activity help to preserve one’s brain in
good working order until a very old age?

7. Why is a human brain that does not solve complex tasks and

does not engage in creative activity compared to an abandoned
village?

8. How is the brain activity connected with ageing?

9. What can stimulate the brain activity?

10. What do the brain and computer activities have in common?

Ex.2. Give the summary of the text using the key terms.
Ex.3. Translate in writing.

Uctopudeckn  CIOXWINCH TPU  OCHOBHBIX  HalpaBJICHUS B
monenupoBannu M.

B pamkax mepBoro momaxoma OOBEKTOM HWCCIECIOBAHUHN SIBISIOTCS
CTPYKTypa M MEXaHU3Mbl PabOThl MO3ra 4YeJlOoBeKa, a KOHEYHas
LIEJIb 3aKJIFOYAETCS B PACKPBITUU TailH MBILLUICHUS.

Bropoit  moxmxonq B KayecTBe  OOBEKTa  MCCIEIOBaHUS
paccmarpuBaer WM. 3pech peub uUAET O MOACIUPOBAHUHU
WHTEJUIEKTYaJIbHOM JESTENIbHOCTH C TIOMOIIBI0 BBIYUCIUTENBHBIX
mammH. llenpio paGoT B STOM HampaBlICHUH SIBJISETCS CO3/IaHUE
AJITOPUTMHYECKOTO u IIPOrPaMMHOTO obecrieyeHus
BBIYMCIIUTENIbHBIX ~ MAlllMH, TO3BOJSIIOIIETO  pellaTh  MHTE-
JIEKTyaJbHBIE 3a1a4l HE XYXKE YEJIOBEKA.



Hakonen, Tpermii moaxoJ — OpPHUEHTMPOBAH HA  CO3JaHHE
CMEIIaHHBIX YeJI0BEKO-MAIINHHBIX, WIH MHTEPAaKTUBHBIX
WHTEIUICKTYaJbHBIX ~ CHUCTEM, Ha  CHMOHMO3  BO3MOXKHOCTEH
€CTECTBEHHOTO M NCKYCCTBEHHOTO MHTEIUICKTA.

CaMbIMM  TIEpBBIMM  MHTEJUIEKTYaJIbHBIMM  3aJauyaMH, KOTOpPbIE
CTalmy pematecsi npu nomomu OBM ObuiM JIOTHYECKHE UTPHI
(mwamku, maxmatel), J10Ka3aTeabCTBO TeopeM. XOTs, 3/1eCh Halo
OTMETHTh elle KHOepHEeTHYEeCKHe WTPYLIKH THIA '"IJIEKTPOHHOU
meimn"  Krnonma  IllenHona, kotopasi  ympaBisiiach — CIIOKHOM
peneriHoi cxemol. DTa MbIIIKa Moria "HcciaenoBaTh" JTaOUPUHT, U
HaXOAMTh BBIXOJ U3 HEro. A, NOMEIIEHHAs B YK€ W3BECTHBIM €
naOUpUHT, OHA HE WCKala BBIXOMA, a Cpa3y jke, He 3arjsapiBas B
TYTIUKOBBIE XO/IbI, BRIXOMIIA U3 JIAOUPUHTA.

Awmepukanckuii  kubepHetuk A. Camydsiab  cocTaBuIl  JUIS
BBIUMCIIMTEIFHOW MAIIMHBI TPOTPaMMy, KOTOpas TIO3BOJISET €W
Urpath B IIAIIKW, NPUYEM B XOJE€ WIPbl MallMHa oOydaeTcs,
yiIy4liasi CBOI0 UTPYy Ha OCHOBE HAKOIUIEHHOTO ombiTa. B 1962 r.
3Ta mporpamma cpaswiack ¢ P. Huiwm, cHIBHENIIMM IIAIIKCTOM B
CIIA, n mobenuna.

SpkuM  TpUMEpOM  CIOXKHOW  HHTEJJICKTYaJbHOW  WIPHI  JI0
HEJJaBHETO0 BpEMEHHU SBISUIMCH maxmaTtel. B 1974 1. coctosmncs
MEXKIyHAPOIHBIM IIaXMaTHBIA TYpPHHpP MalllMH, CHAa0XEHHBIX
COOTBETCTBYIOLIMMHU MporpaMMamMu. Kak wu3BecTHO, mobemy Ha
9TOM TYpHUpPE OJep)Kaja COBETCKas MalllhHAa C [aXMaTHOU
nporpammoit "Kawncca".

B mHactosimiee Bpems CyHIECTBYIOT M YCIEUIHO MPUMEHSIOTCS
pPOrpaMMbl, TO3BOJISAIOIIME MAIIMHAM WIrpaTh B JEJOBbIE WIN
BOCHHBIE WIPHI, HUMEIOMIME OONBIIOE TPHUKIATHOE 3HAYCHHE.
Opnot w3 Hamboyiee WHTEPECHBIX WMHTEUICKTYAIBHBIX —3ajad,
TaKKe HMEIOLIEH OrpoMHOE NPUKIATHOE 3HAu€HHUE, SBISETCS
3amada OOy4eHHUs pacro3HaBaHMsA o0pa3oB M cUTyanmid. MHTepec k
9TOW 3ajaye CTUMYJIMPOBAICA (PAHTACTUUECKHUMH MEpPCHEKTUBAMHU:
YUTAIOIIME aBTOMaThl, cuctembl WU, craBsmme MeIUIMHCKHIE
JUAarHO3bl,  MPOBOJSIIMNE  KPUMHUHAIHCTUYECKYIO  IKCHEPTU3Y



U T. M., a Takke poOOTHl, CIOCOOHBIE paclo3HaBaTh U
AQHAJIM3UPOBATDH CIOKHBIE CEHCOPHBIE CUTYAIIHH.

B 1957 r. amepukanckuii ¢uznonor @. Po3eHOmATT mpemioxKu
MOJICTTb ~ 3PHUTEIBHOTO  BOCHPUATHS W paclo3HaBaHUS  —
nepuentpoH. [losBiaeHne  MammHbBL,  CIOCOOHOW  OO0ydYaThCs
MOHATHSAM M PAacIo3HaBaTh TPEAbSBIIEMbIE OOBEKTHI, OKa3aJI0Ch
Ype3BBIYAITHO HWHTEPECHBIM HE TOJNBKO (u3monoram, HO U
MPEICTAaBUTEISIM JPYTUX O0JiacTedl 3HAHWS W TOPOAMIIO OOJBIION
MOTOK TEOPETUYECKUX M IKCHEPUMEHTANIbHBIX HCCIEeTOBaHUM.
[Ipobnema 0OydeHHs pacloO3HABaHUIO TECHO CBA3aHa C Jpyrou
WHTEIUICKTYallbHOW 3ajadeld - MpoOJIeMOil TepeBojia ¢ OJHOTO
s3bIKa Ha JIpyroil, a Takxe oOOy4yeHMs MaIIMHBI A3bIKYy. Ilpum
JIOCTaTOYHO (OpMaTbHOH 00paboTKe M KiIacCHU(UKAIIMH OCHOBHBIX
rpaMMaTHYeCKUX TIPaBHWJI M TPUEMOB TIOJH30BAHHS CIIOBapeM
MOXXKHO CO3/1aTh BIIOJHE YIOBJIETBOPUTENLHBIM alTOpPUTM IS
nepeBojia, CKakeM, HAyyHOro WM JenoBoro Tekcra. Jlms
HEKOTOPBIX SI3BIKOB TaKHUE CHCTEMBI OBLIM CO3JaHBI €IIe B KOHIIE
60x r. OmHako, JIs TOro, YTOOBI CBSI3HO TIEPEBECTH JIOCTATOYHO
0O0JIBIIIOI Pa3TOBOPHBINA TEKCT, HEOOXOIUMO MOHUMATh €r0 CMBICI.
PaGoTel Hajm TakMMHM TMporpaMMaMy BEAYTCS YXKE JIaBHO, HO [0
MOJTHOTO yCTexXa eIme Jalieko. VIMewTcs TakkKe MporpaMMEl,
o0OecreunBamOIIMe JTUAJIOT MEXKIy 4YeJIOBEeKOM M MAIlMHOW Ha
YPE3aHHOM €CTECTBEHHOM SI3bIKE.

Ex.4. Topics for discussion.
1. Human life expectancy and the level of intellectual activity.

2. The level of IQ and its influence on health inequalities.
3. The brain’s productivity vs. the computer productivity.



Nanotechnology -the Miracle
of the 215t Century?

Key vocabulary:

1. Scanning probe electron microscope (SPM) - ckanupyromuii
3IEKTPOHHBI MUKPOCKOIL

Top down - HUCXOIATIIHIA, BBITOTHIEMBII CBEpXY BHU3
Bottom up - Bocxoasuii, BEIOJIHIEMBIA CHU3Y BBEPX
Self assembly - camoc6opka

DNA molecules - monekynsr JJHK

Coating - mokpeITHE

Self-replicating - caMOBOCTIpOM3BOASIITUICS
Nano-particles - HaHOYACTHITBI

To leapfrog - mpoaBUHYTHCS BIIEpEl, IEPENPHITHYTh
10 Optical fibre - onToBONOKHO

11. Breakthrough - mpopsiB

R R

The term ‘nanotechnology’ encompasses a huge range of
activities. ‘Nano’ is used in the world of science to mean one
billionth. E.g. a nanometer is a billionth of metre. A nanometer is
only ten atoms across! So generally nanotechnology is used to
mean technology at the nanometer level. Nanotechnology attempts
to achieve something useful through the manipulation of matter at
this level.

To put it more formally, you can use the following definition:
“Nanotechnologies are the design, characterization, production and
application of structures, devices and systems by controlling shape
and size at nanometer scale”. At such scales, the ordinary rules of
physics and chemistry no longer apply. For instance, materials’
characteristics, such as their colour, strength, conductivity and
reactivity, can differ substantially between the nanoscale and the
macro. Carbon ‘nanotubes’ are 100 times stronger than steel but 6
times lighter.



History. Physicist Richard Feynman gave a lecture to the
American Physical Society in 1959 which foresaw advantages
from

manufacturing on a very small scale - e.g. in integrated circuits for
computers, for sequencing genes by reading DNA molecules and
using machines to make other machines with increasing precision.
However, the term ‘nanotechnology’ was first used by Norio
Taniguchi in 1974, in a talk about how the accuracy of
manufacturing had improved over time. He referred to
‘nanotechnology’ as that which achieved greater dimensional
accuracy than 100nm.

Feynman also envisaged machines that could pick up and place
individual atoms. This development of this idea was later assisted
by the invention of the scanning probe electron microscope (SPM)
which allowed scientists to ‘see’ and manipulate the individual
atoms in a surface. In 1989 one of the defining moments in
nanotechnology occurred when Don Eigler used an SPM to spell
out the letters IBM in xenon atoms. For the first time scientists
could put atoms exactly they wanted them.

Molecular building blocks. Another great leap forward occur-ed
in the shape of a new form of carbon. Harry Kroto from the
University of Sussex, together with Richard Smalley and Robert
Curl, discovered the carbon 60 molecule, which is shaped like a
soccer ball. They named the molecular structure after the similarly
shaped geodesic dome structure pioneered by the architect
Buckminster Fuller. Unfortunately, ‘Buckminsterfullerene’ is too
long a name for most people and so they are often called ‘bucky-
balls’.

There are two fundamentally different approaches to
nanotechnology, termed ‘top down’ and ‘bottom up’. ‘Top-down’
nanotechnology features the use of micro- and nanolithography
and etching. Here, small features are made by starting with larger
materials (e.g. semi-conductors) and patterning and ‘carving
down’ to make nanoscale structures in precise patterns. Complex
structures including microprocessors containing hundreds of mil-



lions of precisely positioned nanostructures can be fabricated. Of
all forms of nanotechnology, this is the most well established.
‘Bottom-up’, or molecular nanotechnology (MNT), applies to
building organic and inorganic structures atom-by-atom, or
molecule-by-molecule. Here we are using the forces of nature to
assemble nanostructures - the term ‘self assembly’ is often used.
The self assembling properties of biological systems, such as DNA
molecules, can be used to control the organization of species such
as carbon nanotubes, which may ultimately lead to the ability to
‘grow’ parts of an integrated circuit, rather than having to rely
upon expensive ‘top-down’ techniques. Nanotechnologies are
widely seen as having huge potential in areas as diverse as
healthcare, IT and energy storage. Governments and businesses
across the world have started to invest substantially in their
development.

However, there are also concerns regarding the safety of
nanotechnology. These range from the more fanciful (such as Eric
Drexler’s imagined scenario of a world reduced to ‘grey goo’,
caused by self-replicating nano-robots) to the more realistic (such
as the possible dangers of foreign nano-particles entering human
organs and the bloodstream).

Some short-term nano wuses: Medical diagnostic tools and
sensors. Solar energy collection (photovoltaics). Direct hydrogen
production. Flexible display technologies and e-paper. Compo-
sites containing nanotubes. Glues, paints and lubricants. Hew
forms of computer memory. Printable electronic circuits. Various
optical components.

Some longer-term nano uses: Miniaturized data storage systems
with capacities comparable to whole libraries’ stocks. PCs with
power of today’s computer centres. Chips that contain movies with
more than 1,000 hours of playing time. Replacements for human
tissues and organs. Cheap hydrogen storage possibilities for a



regenerative energy economy. Lightweight plastic windows with
hard transparent protective layers.

Ever since John Daiton convinced the world of the existence of
atoms in 1803, scientists have wanted to do things with them.
Nanotechnology takes that ability on to a new plane and opens up
all kinds of futuristic imaginings. Essentially, nanotech is the
manipulation on the molecular scale - distances that may cover
just a few millionths of a millimeter. But its potential is not just
about being able to miniaturize things. Indeed, scientists and
engineers recognize that there are fundamental limits to pure
miniaturization. Working at a scale a million times smaller than a
pinhead allows researchers to ‘tune’ material properties, making
them behave in different ways to normal, large-scale solids. This
behavior can be exploited in quite ground-breaking ways.

Nature has been doing nanotechnology for a long time, and it has
become expert in it. Consider the super-fine hairs on a gecko’s feet
which allow it to stick to walls and even hang upside down on a
glass sheet. Learning from nature, nanotechnology promises
humans ways of making systems that are smaller, lighter, stronger,
more efficient, but cheaper to produce. “Nanotechnology is not a
technology in its own right,” explained Professor Mark Welland,
head of the University of Cambridge Nanoscale Science
Laboratory. “It is an enabling technology, so it will appear in many
different products. It is already appearing in flash memory,
computer chips, and it will increasingly be an enabling technology
in other products like coatings, new types of sensors, especially in
the medical area.”

It is expected to transform the performance of materials, like
polymers, electronics, paints, batteries, sensors, fuel cells, solar
cells, coatings, computers and display systems. In five years’ time,
batteries that only last three days will be laughable, said Professor
Welland. Similarly, in 10 years’ time, the way medical testing is
done now will be considered crude. To say that in five years an



iPod will have 10 times its current storage capacity will be
conservative, he said. In the not-so-distant future, a terabit of data

- equivalent to 10 hours of fine quality uncompressed video - will
be stored on an area the size of a postage stamp. Clearly, the
devices themselves will not be nanosized. But nanotechnology will
play its part in shrinking components, and making them work
together a lot more efficiently. Although nanodevices can be built
atom by atom, it is not realistic as a manufacturing option because
it is slow and expensive, thinks Professor John Ryan, head of the
Bionanotechnology Center at Oxford University. “One of the
major scientific challenges in the years ahead is to understand the
fundamental biological principles and apply them to produce new
types of nanotechnology,” he said. “Armed with these design rules
it may then be possible to make new types of nano-device using
materials that are more robust than bio-materials.”

The Royal Society and the Royal Academy of Engineering has
looked at current and future developments in nanotechnology and
has reported on whether it will require new controls. It is hoped
that the report grounds some unrealistic scenarios, while
recognizing that real concerns need to be addressed with
regulation. “The one fantastic idea that has dogged
nanotechnology is the self-replicating machine, the ‘grey goo’,
scenario,” said Professor Welland. “That is simply too far off. The
complexity of designing a molecular machine is bad enough, but if
you try to imbue that with self-replication, you could not even put
a toe in the water to design it.” The scenario sees swarms of self-
replicating robots, smaller than viruses, multiplying uncontrollably
and devouring the Earth. Eric Drexler, who many consider to be ‘a
farther of nanotechnology’, has distanced himself from the idea,
saying such self-replicating nanomachines are unlikely to be
widespread. Similarly, fears over ‘grey goo’, the concern that self-
replicating, nano-sized biological particles will move into human



bodies and do unpredictable things, is scaremongering, thinks
Professor Welland.

Professor Ryan agrees: “These science fiction scenarios have not
only diverted attention away from the real advantages of nano-
technology, but also from issues that do raise concern.” Inhaled
nano-particles found in the bloodstream which have dispersed
throughout the brain is a concern, he says. Whether this poses a
health risk is not known. “If you look around at the moment in a
big city, a significant proportion of material that you breathe in is
already particulates - and a proportion of that is nano-sized, like
diesel emissions,” said Professor Welland.

Nano-materials exploit unusual electrical, optical and other
properties because of the very precise way in which their atoms are
arranged. This means fabrics could change colour electronically.
Exposing an army uniform to ultra-violet light could activate
changes without undressing. But it is in medicine that
nanotechnology offers the most remarkable advances, according to
Professor Ryan. “Nanomedicine will provide earlier and better
diagnostics and treatment will combine earlier and more precise-
lytargeted drug delivery,” he said. The possibility of individualized
therapy is also on the horizon. Nanotechnology in the form of
flexible films containing miniaturized electrodes is expected to
improve the performance of retinal, cochlear and neural implants.
And it could lead to the miniaturization of medical diagnostic and
sensing tools which could drive down costs of such kits for
developing countries. In this respect, nanotechnology could enable
developing nations to leapfrog older technologies, in the way that
copper wire and optical fibre telephony were superseded by mobile
phones.

Industrial giants like GE are heavily involved in developing
nanotechnology. “We think that the biggest breakthroughs in
nanotechnology are going to be in the new materials that are
developed,” said Troy Kirkpatrick at GE Global Research. These



include corrosion-resistant coatings to make hydro-electric
turbines more efficient in heavily-silted waters, and nano-
membrane water filters to make for faster filtration. GE is also
studying the properties of nano-ceramics, which can offer extreme
strength, while still being lightweight. Because of the molecular
structure of such materials, nano-ceramic coatings on aircraft
could make them 10% more efficient, so less energy is used,
producing fewer emissions.

GE Global Research is also looking to the electronics industry. “If
you look at the chip makers of the world, the challenge they have
is not to figure out how to make them faster. The problem is they
run so fast, the chips generate too much heat and melt. They need
better materials for heat management,” said Mr. Kirkpatrick. Using
materials which exploit the properties of nano-particles, GE has
developed chip adhesives that can transfer heat out of the
processor system more efficiently. “It is a start, and it is to show
nanotechnology is finding its way into production and is changing
the way we are doing science,” said Mr. Kirkpatrick.

Whatever nanotechnology does for the future, it will be an
evolutionary process. One certainty is that there remains a plethora
of uncertainties in the emerging field of nanotechnology. “Medical
sensing is very attractive to everybody, but there could be a
downside,” explained Professor Welland. “If medical sensors
become ubiquitous, our physical state could be monitored 24 hours
a day, and if someone hacked into that data, there could be
concerns.” Which is indeed why regulation has to be addressed,
but must not stifle nanotechnology’s potential. “One of the
important things for me is that it ultimately means the most
efficient use of materials and processes, which means it does not
have to benefit just the G8 nations,” argued Professor Welland.
“These sorts of materials, if they are able to do their job using less
energy, should be available to everybody.”



Ex.l. Answer the following questions:

1. Give the definition of nanotechnology.

2. How can materials’ characteristics change on nano-scale?

3. What is the difference between ‘top-down’ and ‘bottom-up’
approaches in nanotechnology?

4. Why should ‘top-down’ technique be more expensive than
‘bottom-up’ one?

5. What are the short-term and long-term nano uses?

6. How does nanotechnology reveal itself in electronics?

7. What can be the dangers of the uncontrollable development of
nanotechnology?

8. What are the benefits and the downside of medical sensing?

Ex. 2. Give the summary of the text using the key terms.

Ex.3. Translate in writing.

CornacHO omnpeaeneHuro, K HaHOTEXHOJOTMU “‘OTHOCAT JBa TUIA
YCTPOMCTB: T€, KOTOpBIE CTPOSTCS bottom-up (M3 MOJEKYISIPHBIX
KOMIIOHEHTOB, ~KOTOpBIE 3aTe€M COOHMparoTcs 10  IPUHIHITY
MOJIEKYJIIDHOTO pAacloO3HAaBaHMs), M Te€, KOTOpbIE CTPOSTCS top-
down (u3 Ooyiee KpymHBIX OOBEKTOB 0€3 KOHTPOJIS Ha aTOMHOM
YPOBHE), UMEIOLIUX pa3Mepbl MEXy OJHHUM M CTa HAaHOMETpaMu.”
OpHako, ompeAeNeHUue HAyYHO-TEXHOJOTMYECKOW —JUCLMILIMHBI
yepe3 BO3MOXKHOCTb IOCTPOWKHM mpubopa U €ro pasmep
MIPENICTABISICTCS HEaleKBAaTHBIM MacIITady 3asBICHHOW TPU STOM
npoOieMbl M MHBECTHLMSAM,  HCYHCISEMBIM  MHJUIHAPAaMU
JIOJLITapOB.

K HaHOTEXHOIOTHSM OTHOCAT caMble pa3zHOOOpa3HbIE YCTpOICTBa
u obnmactu 3HaHmi, He ciaumkom sm mupoko? Beap 3To
OpUOIM3UTENBHO TO JK€ CaMoO€, YTO Ha3BaTh KUJIOTEXHOJIOTMSIMU
ar00bIe  YCTpOWCTBa, Macca KOTOPBIX MPEBBIIACT OAMH KHJIO-
rpamMm. Ilpm 93TOM  cTpaTermyeckass TEPCIEKTUBHOCTH IS



UMBUWIM3ALMH CO3AAHUSA YCTPOWCTB, (PYHKLHOHHPOBAHHE KOTOPBIX
ompezaensieTcss B cyOaTOMHBIX  MacmTabaX, COMHEHHMsS  HE
BbI3bIBaeT. Hamo numb mpaBuiibHO cHOpMYIHPOBATH MPUOPUTETHI
U KJIIOYEBBIE TPOOIIEMBI.

Hanonponeccsl pa3yMHO NOApa3AeNuTh Ha a) TaKHe, KOTOPHIE
OPOMCXOJAT HE TOIBKO B HAHO-, HO M B  OOJIBIIMX
MPOCTPAHCTBEHHBIX MacmTabax, W ©0) Takue, UII KOTOPBIX
HaJIM4ue HaHO-Pa3MEpPOB MPUHLUTTHATBHO CYIIIECTBEHHO.
[IpencraBnsercs 11e51eco00pa3HbIM rpoueccam, KOTOpBIE
OpPOUCXOASAT  TOJBKO B HaHoMacmrabax, Jatb  ocoboe
HauMeHoBaHue. Ha3Banue ‘HaHO-QyHIAMEHTaJbHBIE MPOLECCHI’
MpeNCTaBIsIeTCs Hanboee aeKBaTHBIM.

B 3701 cBSA3M KaKyTCsl IPaBOMEPHBIMU U AKTYaJIbHBIMU BOIIPOCHI:

1. Kakue (U3HYECKHE TMPOIECChl, KOTOphIE MOTYT OBITh
WCIONIb30BAaHbl TIPH CO3JAaHWHM HAHOTEXHOJOTHMYECKUX MaTepHajoB
1 YCTPOMCTB, MOTYT CYIIECTBOBATh TOJIBKO B HAHOMAcIITabax;

2. KakMe HMMEHHO TEXHOJOIMH MOTYT OBbITh CO3JaHbI Ha OCHOBE
HaHO(YHIAMEHTAIBHBIX MIPOIIECCOB, TUTS KOTOPBIX
MPOCTPAHCTBEHHBI MaciTad, CpaBHUMBIA C pa3MepaMu aTOMOB M
MOJIEKYJI, IPUHLUITNAIBHO CYLIECTBEHEH ?

OTBeT Ha ATH BONPOCHI ONPEIENSIECT CTPATETUYECKHE HAIpaBICHUS
pa3BUTHS HAHOTEXHOJIOTWH, a B 0ojiee IIUPOKOM KOHTEKCTE - W
nuBuansanuu X XI Beka BOOOIIE.

Ex.4. Topics for discussion.

1. The advantages and disadvantages of both ‘top-down’ and
‘bottom-up’ approaches in nanotechnology.

2. The application of nanotechnology in different spheres of
human life.

3. Miniaturization - its pros and cons.

4. The nanotechnology’s potential.



Computer Graphics

Key vocabulary:

1. Visualization technologies - TeXHOJIOTUS BU3yaln3allun

2. Human interface - uaTepdeiic ¢ mosp3oBareinem

3. Distributed ambient computing - pacnpeneneHHbie o001ue
BBIYUCIICHHSI

4. Next-generation communication technologies -
KOMMYHHUKAIIHOHHBIE TEXHOJIOTHHU CIICAYIOMIETO TTOKOJICHHS

5. Sensing architecture - apxuTeKkTypa BOCIPUSITHS, CUUTHIBAHHS

6. User-interface-design - mpoekrt,  pa3paboTka
MOJIB30BATEIECKOTO HHTEepdeiica
7. Ubiquitous  mobile = communication  networks -

pacrpocTpaHeHHbIe, MOBCEMECTHO BCTpEYAIOMIMecss MOOMIbHBIE
CeTeBblE KOMMYHUKALIUU

8.  Information Society Technologies (IST) - TexHONOTHH
MH(OPMAITMOHHOTO 00IIecTBa

9. Information and Communication Technologies (ICT) -
MH(OPMALMOHHBIE U TEJIEKOMMYHHKAIIMOHHBIE TEXHOJIOTUN

10.  Frontier Enabling Technologies (FET) - TexHomoruu,
OTKPBIBAIOIINE HOBBIE 001aCTH

11. Image-based rendering (IBR) - pennmepusr, Busyamuzanus,
OCHOBaHHasl Ha aHaJIM3€ N300pakeHUs

12. Frame grabber - ycrpolicTBO 3axBaTta H300paXKeHUs,
YCTPOMCTBO BBO/IA M PETHCTPAIH KaJIPOB

13. Embedded - Bi1okeHHBIN, BCTPOCHHBIH

14. Bandwidth - mpomyckHass crmocoOHOCTb, IIMPUHA CIIEKTPa,
cUrHaga

15. Phalanx - ¢ananra, rpynma, oOnmHa

16. Visualizer - Bu3yanu3arop, 6J10K BUACOKOHTPOIIS

17. Salient information - cymecTBeHHast UHGOpMaLUs

18. Automatic  restoration (AR) -  aBTOMaTmueckoe
BOCCTaHOBJICHUE



19. Acquire on the fly - mpuoOperaTh Ha JeTY
20. Graphics engine - rTpaduueckuil mnpoueccop, rpapuueckoe
AIPO

Grand Challenges in the Evolution of the
Information Society

The Information Society Technologies Advisory Group report
“Grand Challenges in the Evolution of the Information Society”
describes the grand challenges of the Information Society
Technologies (IST) Program of the European Union and reports on
some of the enabling technologies, research challenges, and
societal innovations required to make those grand challenges
happen. Needed enabling technologies and research challenges are:
visualization  technologies, cognitive technologies, human
interfaces, distributed ambient computing (ambient intelligence),
and advanced knowledge management.

Needed innovative Information and Communication Technologies
(ICT) methods and infrastructures are: software-intensive system
development; system modeling and simulation; simulated realities;
next-generation communication technologies; nanoelectronics and
sensing architectures.

Needed societal innovations and socioeconomic challenges
(especially, from the point of view of the European Union) are:
accelerating economic growth and job creation by new value and
services; dealing with health care in an ageing society (ambient
assisted living); and giving priority to trust, security, and privacy
in ubiquitous mobile communication networks.

Looking at these enabling technologies and research challenges
and considering the Frontier Enabling Technologies (FET) re-port,
it’s obvious that a major need for computer graphics has been
clearly identified.

Computer graphics in this context is defined as visualization
technologies for presenting data, information, and knowledge;



visual, multimedia, and multimodal interaction techniques; and
visual communication in ubiquitous mobile communication net-
works.

Computer graphics (identified as an enabling technology to make
those grand challenges of the IT society happen) will play a major
strategic role in future IST research and development. Computer
graphics will have a similar importance and relevance in, for
example, nanotechnologies, embedded systems, and sensor
technologies and networks. To fulfill and satisfy such an enabling
role, the computer graphics community has to address and solve
some visions and challenges that the ICT world is facing.
Image-based rendering (IBR) has been an active research topic for
more than a decade. The basic idea of IBR is to use a set of given
images from a scene and to synthesize novel views of this scene
from these images. While humans can easily imagine what the
scene would look like from somewhere else, the basic algorithms
proposed so far still have problems dealing with this task
efficiently.

Due to the high computational costs, the state of the art is strictly
limited to offline systems — most systems focus on either static
scenes or are limited to static camera setups. Similar problems
arise with sound, an essential part of multimedia: a complete
environmental modeling includes not only 3D objects but also 3D
sound showing characteristics such as directionality and space
mood. A multimedia experience where users feel a sense of being
present in a virtual environment requires correct modeling of both
aspects.

For a number of applications, we would want to synthesize novel
views from a set of video cameras in real-time video for interactive
systems. Examples include the following:

Interactive TV. Using multiple channels for digital television, the
spectator could choose independently of the cameraman which
part of a sports event they will look at and from which viewpoint.
Similar applications demanding a virtual-being-there feeling
include teleconferencing and virtual walkthroughs.



Remote tower. Smaller remote airports often cannot afford their
own air traffic controller; large airports often cannot be visually
controlled from a single viewpoint on the tower. Both situations
require camera-based solutions for virtually being there in high
quality and in real time.

Surveillance. Large sites require a large number of cameras for
complete surveying. It’s difficult for the operator to gain an
overview of the site from the native camera images only. The
challenge of real-time IBR consists of three major difficulties:
Bandwidth. While it’s already difficult to capture multiple,
synchronized, high-resolution video streams, the idea of
processing these streams in real time is nowadays impossible due
to bandwidth limitations in the frame-grabber hardware, the
computer, and (in parallel processing) the distributed computing
environment (network).

Image analysis. An important input for the synthesis of novel
views is an appropriate estimation of depth. Techniques for the
passive estimation of depth from multiple views are still subject to
active research. Much work still needs to be done to get sufficient
quality in high resolution and in real time.

Image synthesis. While the problem of image quality has been
successfully addressed, researchers still need to devise how to
compactly represent the relevant information such that the final
image synthesis can occur with low computational effort on end-
user commodity equipment, for example, on advanced TV set-top
boxes.

Smart Interface Architectures

With the advent of ubiquitous computing environments and the
associated evolution of devices for information display, the risk for
inappropriate interface design increases. While consistently good
and task-based interface design has already been an unsolved
challenge for the traditional windows, icons, menus, pointing



devices interfaces since their inception in the 1960s, the
introduction of a phalanx of devices with varying screen sizes,
screen resolutions, modalities, and interaction affordances has
increased the problem of ensuring appropriate interface design for
the end wuser. Moreover, the breadth of devices, tasks, and
environments that the modern end user might be associated with
when interfacing with a computing system makes it literally
impossible from the point of view of interface designers to
anticipate the uses and users ahead of time.

The end user suddenly becomes the only component of the user-
interface design process that has all the information necessary to
specify the requirements needed for the user interface. This
circumstance requires a change of interface designer and end-user
roles, where interface designers create interface components out of
context for specific use cases and describe them in terms that end
users can query for their own purposes.

At the same time, the end users need to be empowered to
efficiently design (or customize) appropriate and consistent inter-
faces based on preexistent use cases and the information on the
context currently at hand. That means that the design knowledge
needs to be captured and provided for in the form of rules, guiding
the user-interface-design illiterate end users in adapting their
interface to the computing environment, even eventually
performing some adaptations automatically.

A prerequisite for such support is research and development in a
variety of user-interface disciplines, with a strong need for cross-
discipline collaboration. Needed are intelligent interface objects
that—based on user-interface designers’ expertise and guide-
lines—know how to present themselves most appropriately in
different contexts and interaction modalities.

Since display and interaction devices will continue to evolve,
corresponding frameworks and architectures have to be established
to ensure adaptation and customization to, as well as
interoperability between, different display and interaction plat-
forms. Such frameworks and architectures have to further support



the provision of extensible interface object repositories. Such
repositories must suit specific application domains as well as
cross-application domains, and also allow for selective access
based on user expertise and access privileges.

For all such repositories to interoperate, we need international
standardization initiatives that define the metadata and describe
interface objects in a cross-cultural and cross-application oriented
way.

Personal Everywhere Visualizer

Our information society is facing a continuous growth of data at
exponential rates. Often, however, we get overloaded with use-less
data; it’s difficult for us to extract relevant information. This
information overload dramatically affects many aspects of our
professional and private lives.

Some relief is provided by methods for interactive visualization
and display, which offer an effective way to access, process, and
filter information. These methods, however, require high-
resolution computer screens or sophisticated immersive projection
technology to fully unfold their potential, which makes them
impractical for mobile use.

In a highly mobile society, personal and professional success will
depend tremendously on instant availability and visualization of
salient information. Users must be able to access everywhere and
at all times such interactive information display and it must adapt
to the individual user’s needs and demands.

Recent advances in information and communication technology—
in particular, mobile, wireless communication, and advanced
display—provide enabling technologies to meet this challenge.
This vision might be called the personal everywhere visualizer
(PEV). For instance, a mobile user will employ the PEV to create a
telepresence experience. The built-in projection optics will
generate an instant, high-quality display and visualize a remote



communication partner on an arbitrary surface. At the same time,
the device will capture high-resolution video of the user and the
environment and transmit it to the remote site. In such a scenario,
the PEV will constitute an enabling technology for instant
presence and collaboration.

In a mobile virtual office scenario, the PEV will create an AR
office environment by overlaying synthetic imagery onto a real
scene. The user will have full access to all relevant information
and documents as if he or she was in a physical office, while
advanced retrieval and visualization methods will support efficient
search and document processing. Novel, multimodal inter-action
metaphors will allow the user to interact with a virtual mobile
office. In idle mode, the PEV could continuously acquire and
refine information about the actual environment to optimize
display quality.

Another potential application is in medicine. Not only would the
PEV provide instant communication and diagnosis by remotely
located experts, but it could also instantly display salient medical
information about the patient. For instance, a surgeon might use
the PEV in the operating room to overlay high-quality x-ray
images or other information onto the patient’s body. Likewise,
real-time image capture would acquire patient data on the fly.

A further potential application is the intelligent retail store. Here,
customers could use the PEV to identify products and optimize the
shopping experience. For example, a customer’s handheld PEV
would overlay high-quality projection onto retail shelves thus
creating an AR scenario. The PEV could display information about
products, for example, and enable customers to inter-act with
them.

Similarly, the PEV potential for AR could be harvested for tele-
learning. For instance, museum visitors could connect their PEV to
the museum database. On demand, the PEV would display
background information onto any art object or nearby wall. This
information could be customized to the visitor’s knowledge and
preferences.



The creation of such a device requires powerful information and
communication technology. A large number of fundamental re-
search questions have to be addressed in the fields of computer
graphics, computer vision, visualization, animation, imaging,
multimodal  interfaces, display technology, and mobile
communications. For instance, we will have to investigate
advanced display technology, such as digital light processors,
autosterco-scopic displays, laser displays, holographic displays,
and so on. Of research interest are also combinations of intelligent
projection technology with 3D dynamic shape and appearance
acquisition. Various types of miniature cameras and other sensors
must be combined and studied. We need novel methods to render
and visualize abstract information and to composite them into real
environments. In particular, the interaction between rendering and
data capture must be investigated. High-quality light simulation
and light source estimation are further issues. Research must be
devoted to information representation, coding and compression of
information, decentralized storage, and streaming. It is quite
probable that the PEV will eventually let the human-computer
interface disappear. To this end, we have to pursue fundamental
research in multimodal interaction. Other important research issues
include system software, application programming, intelligent data
mining, as well as perceptual and usability studies.

The PEV will let wusers conveniently adapt the presented
information to their individual needs. This requires extensive
research in authoring tools. For automatic methods, recent
advances in machine learning bear great potential.

Paintable Computing

Consider the scaling limitation for large area, real time display
systems. For systems based on the generic architecture (when
process and data flow in display systems and image data from
multiple sources converges on a single graphics engine for de-



compression, color space conversion, rendering, formatting and
scaling and the graphics engine passes rasterized data through high
bandwidth channel to the display), data from a variety of external
image sources (both natural and synthetic) must first pass through
a graphics engine for rendering and formatting.

The rendered output is then channeled to a display component for
distribution to individually addressable display elements (pixels).
Efforts to scale up the number of pixels ultimately confront a
number of obstacles, both quantifiable engineering hurdles and
subtler impediments to acceptance by the end users. Engineering
limitations are typically caused by shared resources that bottle-
neck; e.g. graphics engines with finite aggregate compute capacity,
and data buses with bounded transmission bandwidth.
Manufacturing processes for the displays likewise have difficulty
maintaining adequate yield as the number of pixels per display
increases. For the end customer, ultra high resolution wide area
displays must be treated as fixed objects that are mechanically and
electrically sensitive, require substantial infrastructure, are often
bulky, are always complex, and are difficult to reconfigure
opportunistically.

The last decade has seen dramatic headway made on a portion of
this problem space - namely that of the display component.
Emblematic of this is the work on electrophoretic ink (e-ink)
where advances in the production and handling of microcapsules
have yielded bi-stable, printable displays with the viewing
affordances of paper and refresh rates nearing those of early CRT’s
(cathode-ray tube).

Nevertheless, progress on the display component has only under-
scored the unmet challenges at the system’s level. Design of
backend systems with sufficient rendering power and transmission
capacity to feed a 109 pixel display in real time still outpaces
today’s best engineering practice. Contemporary solutions adopt
the approach of tiling the active display area among autonomous



display systems operating in synchrony, much in the spirit of early
systems that rack mounted multiple TV’s into a rectangular grid.
There is a simple approach to a novel extreme. It is assigning a
full-featured graphics system to every pixel.

Core to this approach is the architectural work on “paintable
computing” and its associated programming methodology based
on informational self-assembly.

Architecturally, paintable computers are defined as agglomerate
of numerous, finely dispersed, ultra miniaturized computing
particles; each positioned randomly, running asynchronously
and communicating locally. Individual computing nodes are
vanishingly cheap, freely expendable, and consequently are
handled as bulk.

The task is to work on applying the architecture and programming
model of paint to the design of display systems. There arises the
question: “Can the display systems themselves become
paintable?” The goal is to create display systems with the same
characteristics we target for paint; scalability, ability to recon-
figure, resilience to fault, and self-repair.

Background - Paintable Computing

Work on paintable computing pursues the vision of a machine
consisting of thousands of sand-grain sized processing nodes, each
fitted with modest amounts of processing and memory, positioned
randomly and communicating locally. Individually, the nodes are
resource poor, vanishingly cheap and regarded as freely
expendable. Yet, when mixed together they cooperate to form a
machine whose aggregate compute capacity grows with the
addition of more nodes. The ultimate goal is to recast computing
as a particulate additive to ordinary materials such as cloth,
furniture, building materials or paint.



Hardware Architecture

The atomic element of a paintable is the particle. Characteristic
specs include a ’486 class micro, an internal clock running at ~
200 MHz, and 250K-1M of RAM for code and data storage. All
the I/O to the micro is gated through a wireless transceiver sup-
porting a full duplex rate in the range of 1-20 Mb/s.
Communication is via asynchronous links to the nearest neighbors.
A power subsystem harvests power from the immediate
environment with minimal constraints on the particle’s placement.
Once exposed to power, each particle builds an enumerated list of
the neighbors with which it can communicate.

The programming model is based on the concept of process self-
assembly — the unsupervised re-assembly of a running process
from fragments of code that are mobile in a virtual environ-

ment. Process self-assembly is loosely modeled on the metaphor
of reversible self-assembly in the material world, In material self-
assembly, local chaotic interactions between autonomous physical
elements (biological cells, gas molecules, Wall street traders)
produce global behavior that is well ordered. In process self-
assembly, the atomic elements are virtual - autonomous, mobile
fragments of code with state.

These process fragments (pfrags) use local messaging to emulate
the forces that direct material self-assembly. Pfrags then use the-se
simulated forces to direct their further migration, ultimately
arriving at a predetermined spatial ordering. The shared memory
model is patterned after bulletin board systems that communicate
via lossy update channels.

Every particle contains a local entry to the bulletin board (the
HomePage) where resident executables can read and write tagged
data (posts). An additional segment of memory (the I/O space) is
reserved for mirrored instances of the HomePages from the
neighboring particles. Posts to a local HomePage appear - with an
unbounded latency and non-zero probability of failure - at the



mirror sites on all the particles within the network neighborhood.
For an executable running in a given particle, the HomePage is
read-write and the I/O space is read-only.

All software executed in paint is represented as process fragments.
Pfrags are self contained and sized to fit entirely in the RAM space
of a single particle. Inter-pfrag messaging is coded as posts
(variable length key-value pairs) and gated through the I/O. The
pfrag’s continual, free running evaluation of its environment (as
encoded in the I/O space) is the key driver for adaptation on paint.

Ex.l. Answer the following questions:

1. How is computer graphics defined in the extract?

2. Why does computer graphics play a big role in information
society technologies?

3. What is image-based rendering?

4. What are its applications?

5. How will you account for the acuteness of interactive
visualization and display?

6. What is the personal everywhere visualizer?

7. What are its potential applications?

8. What are the limitations for real time display systems?

9. What is a paintable computer?

10. Explain the technical characteristics of the paintable computer
and its programming mode.

Ex.2. Give the summary of the text using the key terms.
Ex.3. Translate in writing:

O0bEMHas KOMIBbIOTEpHAs rpaduka UrpaeT BcE OOJIBIIYIO POJIb B
Nurtepuere. C KaxapiM roaoM Bc€ Oombpliie w OoJyibllie UAET
commkenne 3D- m Web-texnomoruii. B pe3ynbraTe BBIXOAA
HECKOJIbKMX  TexHojiormd  'gumctoro"  3D-web,  BCIUIBLIM
JOCTaTOYHO OOJIBIIIUE MHUHYCHI Takoro moaxona. K gwmcimy Takmx



npobiieM oTHocATcs Oosble 00BEMBI 3arpy3Kku - Bl 3arpyxaere
JOCTaTO4YHO OoJbIINe 0OBEMBI MOJUTOHOB C TEKCTypaMu. Takxke,
00CYET TakuX HPUIIOKEHUN MPOU3BOJIUTCS NMPAKTUYECKU OJHUM
MPOIIECCOPOM, TOJJEPKKA CTaHIapToB yckopeHus 3D-rpaduxu
MHUHMMaJIbHA WU TOJHOCTBIO oOTCcyTcTBYeT. Hemapowm, Intel
peKiiaMUpoBaJl HOBble KoMaHAbl g pabotel ¢ 3D-Web B
npoueccopax Pentium III. Ilpuuém, ecnm B MynbTHMEIua-
NPUIOKEHUAX, TAKUX KaK WIpPbl, MOAOOHBIE MPOOIEMbI PELIatoT
Hapall¥BaHUEM MOIIHOCTEH, TO CKOPOCTH Mepelayd KaHajoB
WNHTepHera XOThb M pacTyT, HO A0 CHUX IOP HEAOCTYINHBI IS
LIMPOKOI0 Kpyra IMoJb30BaTelIeH.

Takyto cuTyalMi0o Ha JaHHBIH MOMEHT MBITAIOTCA PEIIUTh
HECKOJBKUMHU criocobamu. Hambosiee peBONIIOIMOHHBIA METOJ, -
3TO MEPEXO0]l Ha HOBBIE BO3MOXKHOCTH 3D, KOTOPOTO OKHUIAET BCS
UHAYCTpUS KOMIIBIOTEpHOH Tpaduku. A HMEHHO - 3aMeHa
TEXHOJIOTUM MOJUIOHOB Ha TEXHOJOTHI0 crulaifHoB u Nurbs-
KPHBBIX.

Ex.4. Topics for discussion:

1. The future of computer graphics.

2. Innovations in computer graphics technologies.

3. The Information Society and its challenges for computer
graphics development.



The Concepts of Programming Languages

Key vocabulary:

1. Floating-point computations - BBIYUCIEHHS C IUIaBaOLICH
TOYKOMN

2.  Spreadsheet - (guHAMHYECKas) OSJIGKTPOHHAS TaOJHIIA,
TabJIMYHAs IporpaMmma

Embed - BHeapsATH, BCTpauBaTh

Type check - mpoBepka THIIOB, TPOBEPKA COOTBETCTBUS THIIOB
Assignment statement - ornepaTop npUCBauBaHUSA
Drag-and-drop - OykcupoBKa, IepeTacKuBaHne

Declaration - 00bsIBIIEHHE, OITUCAHHE

Control flow - ynipaBmsitoriast TIOTUKa, TOTOK YIIPaBICHUS
Query processing - o0paboTka 3ampoca

10. Implementation - peanu3anus, BHeApeHUE, pa3paboTka

11. Fetch-execute cycle - nuki BBIOOPKH-BBITOIHEHUS

12. Source-level debugging operations - omepanuu OTJIAJKH,
OCYILECTBIISIEMbIE HA YPOBHE UCXOIHOTO KO/IA

13. Imperative language - uMIepaTUBHBIN fA3bIK, MPOLEAYPHBIN
SI3BIK

14. Functional, or applicative language - sS3bIK (yHKIMOHATBHOTO
IPOTPaMMHPOBAHUS, AlITUIMKATUBHBIN S3BIK.

15. Mark - up language - A3bIk pa3meTku

O 00 N oL B W

Computers have been applied to a myriad of different areas, from
controlling nuclear power plants to providing video games in
mobile phones. Because of this great diversity in computer use,
programming languages with very different goals have been
developed.

Scientific applications. The first digital computers, which
appeared in the 1940s, were used and indeed invented for scientific
applications. Typically, scientific applications have simple data



structures but require large numbers of floating-point arithmetic
computations. The most common data structures are arrays and
matrices; the most common control structures are counting loops
and selections. The early high-level programming languages
invented for scientific applications were designed to provide for
those needs. Their competition was assembly language, so
efficiency was a primary concern. The first language for scientific
applications was Fortran.

Business applications. The use of computers for business
applications began in the 1950s. Special computers were
developed for this purpose, along with special language. The first
successful high-level language for business was COBOL, the
initial version of which appeared in 1960. Business languages are
characterized by facilities for producing elaborate reports, precise
ways of describing and storing decimal numbers and character
data, and the ability to specify arithmetic operations.

With the advent of personal computers came new ways for
businesses to use computers. Two specific tools that can be used
on small computers, spreadsheet systems and database systems,
were developed for business and now are widely used, in both
homes and businesses.

Artificial Intelligence. Artificial Intelligence (Al) is a broad area
of computer applications characterized by the use of symbolic
rather than numeric computations. Symbolic computation means
that symbols, consisting of names rather than numbers, are
manipulated. Also, symbolic computation is more conveniently
done with linked lists of data rather than arrays. This kind of
programming sometimes requires more flexibility than other
programming domains.

The first widely used programming language developed for Al
applications was the functional language LISP, which appeared in
1959. During the early 1970s, however, an alternative approach to
some of these applications appeared - logic programming using



the Prolog language. More recently, some Al applications have
been written in scientific languages such as C.

Systems programming. The operating system and all of the
programming support tools of a computer system are collectively
known as its systems software. Systems software is used
continuously and therefore must be efficient. Therefore, a language
for this domain must provide fast execution. Furthermore, it must
have low-level features that allow the software interfaces to
external devices to be written.

In the 1960s and 1970s, some computer manufacturers, such as
IBM, Digital, and Burroughs (now UNYSYS), developed special
machine-oriented high-level languages for systems software on
their machines: PL/S, BLISS, and ALGOL.

The UNIX operating system is written almost entirely in C, which
has made it relatively easy to port to different machines. Some of
the characteristics of C make it a good choice for systems
programming. It is low-level, execution-efficient, and does not
burden the user with many safety restrictions.

Web software. The WWW is supported by an eclectic collection
of languages, ranging from mark-up languages, such as XHTML,
which is not a programming language, to general-purpose
programming languages, such as Java. XHTML provides a way of
embedding presentation instructions in the pages of information,
which could include text, images, sound, or animation, that
constitute Web content. These instructions are targeted to
presentation devices, which could be browser displays, printers, or
other devices. Because of the pervasive need for dynamic Web
content, some computation capability is often included in the
technology of content presentation. This functionality can be
provided by embedding a programming code in an XHTML
document. Such code is often in the form of a scripting language,
such as PHP or Python.



Language Evaluation Criteria

In order to examine and evaluate the concepts of the various
constructs and capabilities of programming languages it is
necessary to have a set of evaluation criteria.

Readability. Perhaps one of the most important criteria for
judging a programming language is the ease with which programs
can be read and understood. Before 1970 the primary positive
characteristics of programming languages were efficiency and
machine readability. Language constructs were designed more
from the point of view of the computer than of computer users. In
the 1970s, however, the software life cycle concept was
developed, maintenance was recognized as a major part of the
cycle. Because ease of maintenance is determined by the
readability of programs, readability became an important measure
of the quality of programs and programming languages. There was
a distinct crossover from a focus on machine orientation to a focus
on human orientation.

Writability. Writability is a measure of how easily a language can
be used to create programs for a chosen problem domain. It is
simply not reasonable to compare the writability of two languages
in the realm of a particular application when one was designed for
that application and the other was not. For example, the
writabilities of COBOL and Fortran are dramatically different for
creating a program to deal with two-dimensional arrays for which
Fortran is ideal. Their writabilities are also quite different for
producing financial reports with complex formats, for which
COBOL was designed.

Reliability. A program is said to be reliable if it performs to its
specifications under all conditions. Type checking is an important
factor in language reliability. The earlier errors in programs are
detected, the less expensive it is to make the required repaires.
Cost. The ultimate total cost of a programming language is a
function of many of its characteristics. First, there is the cost of
training programmers to use the language. Second is the cost of



writing programs in the language. Both the cost of training
programmers and the cost of writing programs in a language can
be significantly reduced in a good programming environment.
Third is the cost of compiling programs in the language. Fourth,
the cost of executing programs written in a language is greatly
influenced by that language’s design. The fifth factor is the cost of
the language implementation system. Sixth is the cost of poor
reliability.

Portability. This is the ease with which programs can be moved
from one implementation to another. Portability is most strongly
influenced by the degree of standardization of the language, which
is a time-consuming and difficult process.

Language Categories

The basic architecture of computers has had a profound effect on
language design. Most of the popular languages of the past 50
years have been designed around the von Neumann architecture.
These languages are called imperative languages.

Because of the von Neumann architecture, the central features of
imperative languages are variables, assignment statements, and the
iterative form of repetition. In these languages an algorithm is
specified in great detail, and the specific order of execution of the
instructions or statements must be included.

The syntax and the semantics of the imperative languages are very
complex. In an imperative language, the programmer must make a
static division of the program into its concurrent parts, which are
then written as tasks. Concurrent execution in imperative language
can be a complicated process. The most efficient imperative
languages are C and Fortran.

A functional, or applicative, language is one in which the
primary means of computation is applying functions to given
parameters. Programming can be done in a functional language
with-out the kind of variables that are used in imperative



languages, without assignment statements, and without iteration.
This makes the syntax and the semantics of the functional
languages simple compared to that of the imperative languages.
Programs in functional languages can be divided into concurrent
parts dynamically, by the execution system, making the process
highly adaptable to the hardware on which it is running. The
closeness of functional programming to mathematics, while
resulting in conciseness and elegance, may in fact make functional
programming languages less accessible to many programmers.

The most prominent among these languages are: LISP, COM-
MON LISP, and Scheme, which is widely used to teach functional
programming.

The latest step in the evolution of software development is object-
oriented design. Object-oriented methodology begins with data
abstraction, and adds inheritance and dynamic method binding.
Inheritance greatly enhances the potential reuse of existing
software, providing the possibility of significant increases in
software development productivity. This is an important factor in
the increase in the popularity of object-oriented languages, such
as Smalltalk, Ada 95, Java, and C++.

Another kind of language, the visual language, forms subcategory
of the imperative languages. The most popular visual language is
Visual BASIC, which is now being replaced by Visual
BASIC.NET. These languages include capabilities for drag-and-
drop generation of code segments. The characterizing feature of a
visual language provides a simple way to generate graphical user
interfaces to programs.

Languages wused for logic programming are called logic
programming languages, or declarative languages, because pro-
rams written in them consist of declarations rather. than
assignments and control flow statements. These declarations are
actually statements in symbolic logic.



Declarative semantics is considerably simpler than the semantics
of the imperative languages.

Programming in a logic programming language is nonprocedural.
Programs in such languages do not state exactly how a result is to
be computed but rather describe the form of the result. The
difference is that we assume the computer system can somehow
determine how the result is to be computed. What is needed to pro-
vide this capability for logic programming languages is a concise
means of supplying the computer with both the relevant
information and a method of inference for computing desired
result.

Logic programming in general and Prolog language in particular
are a natural match to the needs of implementing an RDBMS: only
a single language is required, the deductive capability is built in.
Prolog can be used to construct expert systems. It can easily fulfill
the basic needs of expert systems, using resolution as the basis for
query processing, using its ability to add facts and rules to provide
the learning capability, and using its trace facility to in-form the
user of the ‘reasoning’ behind a given result.

In recent years, a new category of languages has emerged,
a mark-up/programming hybrid languages. Mark-up languages,
including the most widely used mark-up language, XHTML, is not
a programming language. It is used to specify the layout of
information in Web documents.

Implementation Methods

Programming languages can be implemented by any of three
general methods. At one extreme, programs can be translated into
machine language, which can be executed directly on the
computer. This method is called a compiler implementation, and



has the advantage of very fast program execution, once the
translation process is complete.

Pure interpretation lies at the opposite end (from compilation) of
implementation methods. With this approach, programs are
interpreted by another program called an interpreter, with no
translation whatever. The interpreter program acts as a software
simulation of a machine whose fetch-execute cycle deals with
high-level language program statements rather than machine
instructions.

Pure interpretation has the advantage of allowing easy
implementation of many source-level debugging operations,
because all run-time error messages can refer to source-level units.
But the execution is 10 to 100 times slower than in compiled
systems and it often requires more space.

Some language implementation systems are a compromise bet-
ween compilers and pure interpreters, they translate high-level
language programs to an intermediate language designed to allow
easy interpretation. This method is faster than pure interpretation
because the source language statements are decoded only once.
Such implementations are called hybrid implementation

systems.

Ex.l. Answer the following questions:

1. What application areas of programming languages can you
speak of?

2. How can the choice of the programming languages for
different fields be justified?

3. What are the criteria to evaluate the programming languages?
4. Give the short descriptions of the language categories.

5. What is the difference between the implementation methods?

Ex.2. Give the summary of the text using the key terms.



Ex.3. Translate in writing.

N3 dero Obl HU JleNajauch KOMIBIOTEPHI Yepe3 CTO JIET, MOKHO He
COMHEBATHCSI, UTO OHU OyIyT ropasno OwsicTpee, yem ceiuac. Ecim
neiicTBue 3akoHa Mypa COXpaHHUTCS, KOMIIbIOTEPHI CTaHYT B 74
KBUHTWJIJTMOHA pa3 ObICTpee. DTO CIIOKHOBATO ceOe Mpe/ICTaBUTh.
BnpoueM, mno Bcell BeposATHOCTH, 3akoH Mypa okaxkercs
HECOCTOATENIbHBIM. BcCE, 4TO [OMKHO y/ABaMBaThCS KaxKable
BOCEMHA/LIaTh MECSLEB, PAHO WM IO3JHO HATAJKUBACTCS Ha
KaKoW-HUOYb PyHIaMEHTAJIbHBIN Mpeaer.

Ho naxe ecnau KOMIBIOTEpHI CTaHYT OBICTpeE JIMIIL B JKaJKUN
MUJUIMOH pa3, 3TO TMPUBEAET K HE MEHee paJuKaIbHbIM
MOJABMXKAM CaMblX OCHOB, Ha KOTOPBIX CTPOSATCS  SI3BIKH
nporpammupoBanus. [TomumMo Bcero mpoudero, mosiBUTCS Oouiblie
NPUMEHEHUH i1 S3BIKOB, KOTOpbIE celyac  CUMTaloTCS
"MeJIJIEHHBIMH", TO €CTh T€X S3BIKOB, KOTOPBIE HE TPAHCIUPYIOTCS
B OYCHb (P (PEKTUBHBIN KOI.

Hecmotpss Ha 3TO, TPUIOKEHHUS, TPEOYIOIIHME BBICOKOM
MIPOM3BOIUTENILHOCTH, OyAyT cyllecTBOBaTh Bcerja. HexoTtopsie
3aJaud, KOTOpPbIE PEIIAIOTCS C IOMOIIBI0 KOMIIBIOTEPOB,
NIOPOKJAIOTCA cCaMUMHU KoMIbroTepamu. Hampumep, ckopocts, ¢
KOTOpOH HE0OXOoaMMO 00pabaThiBaTh BUAEO, HATPSIMYIO 3aBHCHUT
OT CKOPOCTH, C KOTOPOW MaIllMHA CIIOCOOHA €ro TeHepUpOBaTh.
Kpowme Toro, cymecTByeT Kiacc 3a/1a4, KOTOpbIE 110 ONPEAEIEHUIO
001aJaloT HEOTPAaHUYEHHOW CIOCOOHOCTBIO TIOTJIONIATH  BCE
JOCTYIIHBIE pecypchl: BU3YyaIU3aLus, Kpunrorpadus,
MOJIETTUPOBAHUE.

Ecan HekoTOpble TNPUIIOKEHUS MOTYT CTaHOBUTHCS BCE MEHEE
3¢ GheKTUBHBIMU, a Jpyrue Mo-NpexHeMy OyIyT IbITaThCs
"BBDKATh W3 jKelie3a mociieqHee", si3bIkaM MPeJICTOMT OTBeYaTh 3a
HEYKJIOHHO pacIIupsIomIuiica cuekTp 3anad. M 31o yxe HayMHaeT
npoucxoautb.  CylIeCTBYIONIME  pealu3allid  HEKOTOPBIX



MOIYJIAPHBIX HOBBIX S3BIKOB OIICJIIOMHUTCIIBHO PACTOYUTCIIBHBI 110
MCPKaM HNPOULIBIX HGCﬂTHHGTHIﬁ.

Takoe IpPOHUCXOAWT HE TOJIBKO C A3BIKAMH IIPOTrPaMMHUPOBAHUS.
DT0 BceoOmas UICTOpUYECKast TeHACHIMS. Pa3BuTne TeXHUKH Aa€T
HOBBIM IIOKOJICHHUAM BO3MOKHOCTbL [ACJIaThb BCIIHW, KOTOPLIC
paHbIIIe CYUTAINUCH OBl M3TUILECTBOM. JIeT TpuanaTh Ha3aj Jroau
ObuTH OBI IOTPsACCHBI, Y3HAB, HACKOJIBKO O6I>I[[€HHI)IMI/I CTaHYT B
Hallle BpeMsl MEXIYyTrOpoJHbIe TeleQOHHBIE 3BOHKH. A JIET CTO
Ha3aJ U3BECTHE O TOM, YTO ceiyac 3a OJMH JCHb MOCHIIKA MOXXET
npeoioneTh NMyTh OoT boctona mo Hero-Mopka uepes Memduc,
nopasuio Obl BceX emI€ CHIIbHEE.

Ex.4. Topics for discussion.

1. Programming languages categorization.

2. The diversity in programming languages application.

3. Language evaluation criteria and how they help to examine the
programming languages capabilities.

4. Prepare the comparative analysis of two programming
languages belonging to two different categories.



Software Security Basics

Key vocabulary:

1. Extensible system - pacmupsemast cucrema

2. Vulnerability - ysI3BUMOCTb (CUCTEMBI)

3. Ubiquitous -  pacnpocTpaHEHHBIH,  I[TOBCEMECTHO
BCTPEYAOLTUNCS

4. Exacerbate (v.) - yriay0asTh, yCHINBATh, 000CTPATH

5. Bogus - monaenbHbIH, (paabIIuBbIi

6. Propagation - pacrpocTpaHeHue, IPOJIBIKEHUE, IIepeaayda

7. Intrusion detection system - cuctemMa 0OHapyXEHHUST BTOPKCHHUI

8. Authentication - mpoBepka MOJIMHHOCTH, IMPOBEpKa IpaB
JOCTYTIA, UACHTU(DUKAIUS

9. Secure socket layer (SSL) - mpoTokon 6e30MacHbIX COeTUHEHHHA
10. Penetrate-and-patch approach - MeTOn TPOHUKHOBEHHS H
UCTIPaBJICHUS

11. Malicious - BpaxkaeOHbII

The Internet continues to change the role that software plays in the
business world, fundamentally and radically. Software no longer
simply supports back offices and home entertainment. Instead,
software has become the lifeblood of our businesses and has
become deeply entwined in our lives. The invisible hand of
Internet software enables e-business, automates supply chains, and
provides instant, worldwide access to information. At the same
time, Internet software is moving into our cars, our televisions, our
home security systems, and even our toasters.

The biggest problem in computer security today is the software.
Internet-enabled applications, including those developed internally
by a business, present the largest category of security risk today.
Real attackers compromise software. Of course, software does not
need to be Internet enabled to be at risk. The Internet is just the
most obvious avenue of attack in most systems.



Software is at the root of all common computer security problems.
If your software misbehaves, a number of diverse sorts of
problems can crop up: reliability, availability, safety, and security.
Malicious hackers don’t create security holes, they simply exploit
them. Security holes and vulnerabilities - the real root cause of the
problem - are the result of bad software design and
implementation.

Technical Trends Affecting Software Security

One significant problem is the size and complexity of modern
information systems and their corresponding programs. Complex
systems, by their very nature, introduce multiple risks. And almost
all systems that involve software are complex. Inherent
complexity lets malicious subsystems remain invisible to
unsuspecting users until it is too late. This is one of the root causes
of the malicious code problem. For example, a desktop system
running Windows/NT and associated applications depends on the
proper functioning of the kernel as well as the applications to
ensure that an attacker cannot corrupt the system. However, NT
itself consists of approximately 35 million lines of code, and
applications are becoming equally complex. When systems be-
come this large, bugs cannot be avoided.

Exacerbating this problem is the widespread use of low-level
programming languages, such as C or C++, that do not protect
against simple kinds of attacks (most notably, buffer overflows).
The complexity of a system makes it hard to understand, hard to
analyze, and hard to secure. Security is difficult to get right even in
simple systems; complex systems serve only to make security
harder.

A second trend exacerbating software security problems is the
degree to which systems have become extensible. From an
economic standpoint, extensible systems are attractive because



they provide flexible interfaces that can be adapted through new
components. In today’s marketplace, it is crucial that software be
deployed as rapidly as possible to gain market share. Yet the
marketplace also demands that applications provide new features
with each release. An extensible architecture makes it easy to
satisfy both demands by letting companies ship the base
application code early, and later ship feature extensions as needed.

Unfortunately, the very nature of extensible systems makes
security harder. For one thing, it is hard to prevent a malicious
code from slipping in as an unwanted extension. Furthermore,
analyzing the security of an extensible system is much harder than
analyzing a complete system that cannot be changed.

A third trend that has allowed software security vulnerabilities to
flourish is the fact that computer networks are becoming
ubiquitous. The growing connectivity of computers through the
Internet has increased both the number of attack vectors and the
ease with which an attack can be made. More and more computers,
ranging from home PCs to systems that control critical
infrastructures, are being connected to the Internet. People,
businesses, and governments are increasingly dependent on
network-enabled communication such as e-mail or Web pages
provided by information systems. Unfortunately, because these
systems are connected to the Internet, they become vulnerable to
attacks from distant sources. An attacker no longer needs physical
access to a system to cause security problems.

Because access through a network does not require human
intervention, launching automated attacks from the comfort of
your living room is relatively easy. Indeed, the well-publicized
denial-of-service attacks in February 2000 took advantage of a
number of hosts to flood popular e-commerce Web sites, including
Ya-hoo!, with bogus requests automatically.

Together, the three trends of ubiquitous networking, growing
system complexity, and built-in extensibility make the software
security problem more urgent than ever.



Security Goals

Security is not a static feature on which everyone agrees. It is
relative. Not only is there no such thing as 100% security, even
figuring out what ‘secure’ means differs according to context. A
key insight about security is to realize that any given system, no
matter how ‘secure’, can probably be broken. In the end, security
must be understood by thinking about goals. What is it we are
trying to protect? From whom are we protecting it? How can we
get what we want?

Prevention. Internet time compresses not only the software
development life cycle, it also directly affects the propagation of
attacks. Once a successful attack on a vulnerability is found, it
spreads like wildlife on the Internet.

Internet time is the enemy of software security. Automated
Internet-based attacks on software are a serious threat that must be
factored into the risk management equation. This makes
prevention more important than ever.

Auditing and monitoring. Because there is no such thing as
100% security, attacks will happen. One of the keys to recovering
from an attack is to know who did what, and when they did it.
Although auditing is not a direct prevention technology, knowing
that there is a system for accountability may in some cases
dissuade potential attackers.

Monitoring is real-time auditing. Intrusion detection systems can
monitor programs for known signatures, such as dangerous pat-
terns of low-level system calls that identify an attack in progress.
More complex approaches place monitors in the code itself in the
form of assertions.

Privacy and confidentiality. There are clear reasons for business,
individuals and governments to keep secrets. The problem is,
software is not really designed to do this. It is designed to run on a
machine and accomplish some useful work. This means that a
machine on which a program is running can pry out every secret a
piece of software may be trying to hide.



One very simple, useful piece of advice is to avoid storing secrets
like passwords in our code, especially if that code is likely to be
mobile.

Multilevel security. Some kinds of information are more secret
than others. Most governments have multiple levels of information
classification, ranging from Unclassified and merely For Official
Use Only, through Secret and Top Secret, all the way to Top
Secret/Special Compartmentalized Intelligence.

Most corporations have data to protect too - sometimes from their
own employees. Some business partners will be trusted more than
others. Different levels of protection are afforded different levels
of information.

Anonymity. Anonymity is a double-edge sword. Often there are
good social reasons for some kind of anonymous speech (think of
AIDS patients discussing their malady on the Internet), but just as
often there are good social reasons not to allow anonymity (think
of hate speech, terrorist threats, and so on).

Microsoft’s Global Identifier tracks which particular copy of
Microsoft Office originated a document. Sound like Big Brother?
Consider that this identifier was used to help tie David L. Smith,
the system administrator who created and released the Melissa
virus, to his malicious code. What hurts us can help us too.
Authentication. Authentication is crucial to security because it is
essential to know who to trust and who not to trust. It is a critical
software security problem to take seriously.

People falsely believe that when the little lock icon on their
browser lights up that they have ‘a secure connection’. Secure
socket layer (SSL) technology uses cryptography to protect the
data stream between the browser and the server to which it is
connected. But from an authentication standpoint, the real question
to ponder is to whom are you connected? Clicking on the little key
may reveal a surprise.

Integrity. When used in a security context, integrity refers to
staying the same. By contrast to authentication, which is all about
who, when and how, integrity is about whether something has
been modified since its creation.



Digital information is particularly easy to fake. Sometimes it can
be harder to print counterfeit money than to hack a stored-value
smart card with differential power analysis (DPA) and to add some
electronic blips. The more the new economy comes to rely on
information, the more critical information integrity will become.
Good software security practices can help ensure that software
behaves properly. We can avoid the Band-Aid-like penetrate-and-
patch approach to security only by considering it as a crucial sys-
tem property. This requires integrating software security into your
entire software engineering process.

Ex.l. Answer the following questions:

1. Why does the Internet software present the largest computer
security problem today?

2. What three trends make software security problem more
urgent?

How can complex systems introduce multiple security risks?
Why is the Internet time the enemy of software security?

What are the goals of software security?

Why is anonymity referred to as “a double-edge sword”?
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Ex.2. Give the summary of the text using the key terms.

Ex.3. Translate in writing.

JJ1s1 4ero KOMy-To Hy’KHO B3JIaMbIBATh Balll KOMIIbIOTeP?

Jlaxxe ecnu Bbl caMbli 4YTO HU Ha €CTh OOBIKHOBEHHBII
[10JIb30BaTENb, U Ha BAlllEM KOMIBIOTEPE HET KaKON-TMO0 LIEHHON
U CEeKpeTHOW MH(pOpMAINH, HE HY>KHO NMPeObIBaTh B WIUTIO3UH, YTO
Balll KOMIIBIOTEP HUKOMY He MHTepeceH. C TOUKH 3pEHUs] XaKepoB
U JIFOJIEH, PACTIPOCTPAHAIONIMX BPENOHOCHBIE IPOTPaMMBI, OH BCE
paBHO OyneT MpeacTaBisATh LEHHOCTh. BpemeHa, xorma BHpYCHI
IUCAJIIA PaJid CIOPTUBHOTO HMHTEpPECA, YK€ IPOIUIM U CETOAHS
BECh XaKEPCKUI MHCTPYMEHTApPUHN MCIOJb3YETCS Paay MOIYyYEHUs
KOMMepUYecKoi BbIrofbpl. CerogHs BPEIOHOCHBIE IPOrPAMMBI



CTaparoTCsid MAacKUpOBaTbCS M CKpBIBaTb CBOIO JIEATEIbHOCTD,
YTOOBI BTalfHE BBHIMOJIHSTH 3aJI0)KEHHbIE B HUX (YHKIHUH. Takumu
GyHKIMAMH  MOryT ObITh: 1) Kpaxa mapojied OT Ballux
JIEKTPOHHBIX  KOILIEIbKOB, IOYTOBBIX SIIMKOB, 1icq, CailToB,
AaKKayHTOB B pa3JIMYHBIX cepBUCAX M T. M. 2) J0CTaTOYHO
npuOBUTBHBIM "On3HEecOM" B Hallle BpeMs SBISIETCS OpraHM3alus
DDoS-atak, KOTOpbleé MOTYT HampaBiIAThCS Ha JIOOOW CalT min
cepBep, Jaxe HE HUMEIOIMH KAaKUX-TMOO CYLIECTBEHHBIX
ys3BUMOCTEN. B pe3ynbTaTe TakuxX aTak CEpBEpP Meperpykaercs
3alpocaMy, HAYIIMMH C MHOI'OYHUCIIEHHBIX KOMIIBIOTEPOB B
pa3HBIX PErMOHaX MHpa U CallT, Ha KOTOPBIM HaIpaBlieHA aTaka,
OTKJIOYaeTCsl. 3) OpraHu3alis MAacCOBBIX PEKIAMHBIX PACCHUIOK
SBIISETCS, K COXAJICHUIO, MPUOBILHBIM OM3HECOM, U Ul TaKUX
Henell Takke MPAaKTUKYeTCs 3apakeHHE KOMIbIOTEPOB OOBIYHBIX
[IOJIB30BATENEN TPOSHAMH.

HcTrounuku OMACHOCTeI. [TonxBatuTh BPEAOHOCHYIO
IporpaMMy, K COXaJICHHIO, 3HAUUTEIIbHO JIErde, YeM MHOTHE cele
IpeICTaBISIOT. [l B3JIoMa KOMIIBIOTEPOB IOJIB30BATEICH CETH U
KpakM BaXXHbIX JAHHBIX, HAIpUMeEp, MApoJel 3JIEKTPOHHBIX
IIATEKHBIX CUCTEM, IPUMEHSIOTCS CIEAYIOIUE METOABI:

1) coumanbHas uWHXXeHepus. Bam Moryr mpuciarb mMcbMO OT
MMEHHM aJIMUHHCTPALIUU CEPBHUCA C MPOCHOOI BHICIATH UM SIKOOBI
YTEepPSHHBIN MapoJib WK MUCbMO, coJieprKaliee 0e3001aHbI (aiin,
B KOTOPBII HAa CaMOM JIeJI€ CIIPSITaH TPOsIH, B pacy€Te Ha TO, YTO U3
JTF00OTBITCTBA BBl CAMH €r0 OTKPOETE M 3aIyCTHTE BPEIOHOCHYIO
IIPOrpaMMmy.

2) TpOsSiHBI M BUPYChl MOTYT OBITh CHpPSTaHbl B Pa3INYHBIX
OecIUlaTHBIX, JOCTYNHBIX s cKauMBaHus U3 MHTepHera,
IIPOrpaMMax, KOTOPbIX OIPOMHOE MHOKECTBO, MM Ha MUPATCKUX
JUCKaX, UMEIOIINUXCS B CBOOOHON MTPOIaXKe.

3) B3JIOM Balllero KOMIIBIOTEPA MOXKET OBbITh MPOU3BEAEH yepes
JBIPBl B paclpoOCTPaHEHHOM MPOTPaMMHOM  OOECHeueHHH,
KOTOPBIX, K COXQJICHHIO, JOBOJIBHO MHOIO, U BCE HOBBIE
ySI3BUMOCTH TOSIBJISIIOTCSL  PEryJisipHO. Xakepbl, B OTJIMYUE OT
OOJIBIIMHCTBA T0JIb30BATENCH, HE CIEAANNX 3a YSA3BUMOCTIMH H
4acTO HE CKAuMBAWOIIMX  YCTpaHSAOIIME MX [aTdd, 3a



OOHapy’>KeHHEM HOBBIX YSI3BUMOCTEH CIEAAT U HUCHOJB3YIOT UX B
CBOMX LIEJISIX.

Mepbl 110 3amure.

1) VYcranoBure abipomn  (firewall). 2)  VYcranosure
aHTuBUpycHoe " aHTummnuoHckoe [IO. AmntuBupychHoe IIO
JIOJDKHO 3aIyCKaThCsl aBTOMaTW4ecku mpH 3arpy3ke Windows u
paboTaTh MOCTOSHHO, IPOBEPSA 3aIlyCKaeMble BaMH IIPOrpaMMBbl, B
¢donoBoM pexxkume. OOs3aTeNbHO MPOBEPSNTE HA BHPYCHI Iepes
NEePBBIM 3aITyCKOM JIFOOBIE TPOTPaMMBI, KOTOPBIE BBI TJIE-THOO
cKauyMBaeTe Wi mnokynaere. 3) He ycranaBnuBaiite Ui yaaaure
JMIITHUE HEHYKHbIE ciy>kO0bl Windows, KOTOpbIE HE UCIIONb3YeTe.
OTO OrpaHWYMT BO3MOXHOCTH XaKEpOB IO JOCTYIy K BallleMy
komnbioTepy. 4) He oTkpbIBaiiTe NOJO3pUTENbHBIE MHCHbMA
CTPAaHHOTO TIPOMCXOXICHUS, HE TIOJ/IaBaliTeCh HA COJEepKAIHECS
B HUX COMHHTENbHBIC TMpPEIIOKEeHUs JETKOro 3apaboTka, He
BBICBUTIAHTE HUKOMY ITapOJIH OT BAaIllMX aKKayHTOB, HE OTKPBIBAHTE
MPUKPEIUIEHHBIE K THChMaM IIOJ03pHUTENbHBIE (allmbl U He
NEePEeXOUTE IO COAEPKAIMUMCS B HUX IOJO3PUTEIBHBIM CCBIJI-
kam.5) He ucnomns3yiite mpocteie naponau. He ucnons3yite oauH
U TOT K€ IapoJib Ha BCE CIy4au >KU3HU. 6) Byabre oCTOPOXKHBI
npu BbIxoje B IHTepHeT U3 MecT 0OLIEro MoJIb30BaHUS
(mammpumep, UHTepHeT-kade), a Takke IpPU HCIOJIb30BaHUU
npokcHu-cepepoB. [laposu, KOTOpsIi Bbl BBOAUTE, B 3TOM Ciyvae,
c Oompliell BEpOSTHOCTBIO MOTYT ObITh YyKpazeHsl.7) Ilpu
UCTIOJIb30BAaHUM  AJIEKTPOHHBIX  IUIATEXHBIX  CHCTEM  TUIA
webmoney wim SHIekc-ieHeru, padora ¢ HUMH uepe3 BeO-
uHTepdeiic sABisgeTcs MeHee 0e30M1acHOM, YeM €CJIM Bbl CKa4yaeTe U
YCTaHOBHTE CIIEHUANIbHYIO ITporpammy (webmoney keeper).

Ex.4. Topics for discussion.

1. The Internet is the most obvious avenue of attack.

2. Technical trends affecting software security.

3. The security goals.

4. Preventive measures are the key point in the provision of
software security.



Appendix I

In the following tests choose the best possible answer (A), (B),
(C) or (D) that best fits the given statements.

Database Basics Test

1 .This is a collection of data items organized as a set of formally-
described tables from which data can be accessed or reassembled
in many different ways without having to reorganize the database
tables.

a. relational database

b. array

c. file allocation table

d. splay tree

2. This is a standard interactive and programming language for
getting information from and updating a database.

a. Dynamic Data Exchange

b. Structured Query Language

c. ASCII

d. Erlang programming language

3. In creating a database, this is the process of organizing it into
tables in such a way that the results of using the database are
always unambiguous.

a. probability

b. normalization

c. data modeling

d. virtual organization

4. In 1977, this company set out to prove that the prevailing theory
that relationship databases lacked commercial viability, was
wrong.

a. Hewlett-Packard

b. Oracle



c. Cognos

d. Solaris

5. This family of products is IBM's cross-platform relational
database management system.

a. DBA

b.PHP

c. RDF

d. DB2

6. This type of database, which can be used to mine data for
business trends, doesn't require SQL queries, but instead allows a
user to ask questions like "How many Aptivas have been sold in
Nebraska so far this year?"

a. line information database

b. High Performance Storage System

c. object-oriented database management system

d. multidimensional database

7. This is an open standard application programming interface
(API) for accessing a database.

a. Universal Data Access

b. Open Database Connectivity

c. Topic Map Query Language

d. Open Data-Link Interface

8. This term, used to describe a database that occupies magnetic
storage in the terabyte range, describes a database that contains
billions of table rows.

a. Very Large Database

b. holographic storage

c. Cold Fusion

d. giant

9. This is a collection of descriptions about data objects that is
created for the benefit of programmers and others who might need
to refer to them.

a. data dictionary

b. stored procedure



c. Virtual File Allocation Table

d. Virtual Address extension

10. This term is used to describe the process of forecasting, or
simply discovering patterns in data that can lead to predictions
about the future.

a. customer relationship management

b. PERT chart

c. data mining

d. enterprise risk management

Security Basics Test

1 .This technology is used to measure and analyze human body
characteristics for authentication purposes.

a.footprinting

b.biometrics

c.anthropomorphism

d.optical character recognition

2.This is an electronic or paper log used to track computer activity.
a.traceroute

b.cookie

c.weblog

d.audit trail

3.This is a series of messages sent by someone attempting to break
into a computer to learn which computer network services the
computer provides.

a.bit robbing

b.Web services description language (WSDL)

c.port scan

d.service profile identifier

4.This is the name for a group of programmers who are hired to
expose errors or security holes in new software or to find out why
a computer network’s security is being broken.

a.computer emergency response team



b. tigerteam

c.silicone cockroach

d. Defense Advanced Research Projects agency

5.This is a mechanism for ensuring that only authorized users can
copy or use specific software applications.

a.authorized program analysis report

b. private key

c. access log

d. dongle

6. This is the hiding of a secret message within an ordinary
message and the extraction of it at its destination.

a. secret key algorithm

b. message queueing

C. spyware

d. steganography

7. This is a Peripheral Component Interconnect card used to
generate encryption keys for secure transactions on e-commerce.

a. smart card

b. server accelerator card

c. network interface card

d. intelligent peripheral interface

8. This is the name of a technology involving the monitoring of
devices that emit electromagnetic radiation in a manner that can be
used to reconstruct intelligible data.

a. reverse engineering

b. magnetoresistive head technology

c. van Eck phreaking

d. lurking

9. This enables users of a basically unsecure public network such
as the Internet to securely and privately exchange data and money
through the use of a public and private cryptographic key pair that
is obtained and shared through a trusted authority.

a. Security Identifier

b. public key infrastructure

c. Internet Assigned Numbers Authority



d. Private Branch Exchange

10. This is an assault on the integrity of a security system in which
the attacker substitutes a section of ciphertext (encrypted text) with
a different section that looks like (but is not the same as) the one
removed.

a. Trojan horse

b. hashing

c. swap file

d. cut and paste attack

Artificial Intelligence Test

1. This is a system of programs and data structures that
approximates the operation of the human brain.

a. Intelligent Network

b. decision support system

c. neural network

d. genetic programming

2. This is the tendency for people to think of inanimate objects as
having human-like characteristics.

a. aliasing

b. personalization

c. self-replication

d. anthropomorphism

3. This is a programming language that was designed for easy
manipulation of data strings. It was developed in 1959 by John
McCarthy and is still commonly used today in artificial
intelligence (AI) programming.

a. LISP

b. assembly language

c. machine code

d. Ruby



4. This is an approach to computing developed by Dr. Lotfi Za-deh
based on "degrees of truth" rather than the usual "true or false"

(1 or 0) Boolean logic. Dr. Lotfi Zadeh developed this approach
while working on the problems computers had under-standing
natural language.

a. cyberwoozling

b. fuzzy logic

c. Smalltalk

d. arachnotaxis

5. This is a type of computer program that simulates the judgement
and behavior of a human or organization that possesses expert
knowledge and experience in a particular field.

a. expert system

b. cyborg

¢. autonomous system

d. cybrarian

6. This is a program that allows the computer to recognize human
movement such as waving, finger pointing, or change in eye
direction and identify the motions as specific means of interaction.
a. MIME

b. show control

c. gesture recognition

d. motion plan

7. This is the ability of a computer to use binocular vision to
differentiate between objects. The computer uses high-resolution
cameras, a large amount of random access memory (RAM), and an
artificial intelligence (AI) program to interpret data.

a. DiffServ

b. model-view-controller

c. machine vision

d. eye-in-hand system



8. This is a program that gathers information or performs some
other service on a regular schedule without a human being's
immediate presence.

a. aggregator

b. agile applet

c. page

d. intelligent agent

9. This is a program that allows the computer to simulate
conversation with a human being. "Eliza" and "Parry" are early
exam-ples of programs that can at least temporarily fool a real
human being into thinking they are talking to another person.
a. Speech Application Program Interface

b. chatterbot

c. speech recognition

d. Amiga

10. This is the potential ability of the human brain to accept an
implanted mechanical device, such as a computer, as a natural part
of its representation of the body.

a. virtual machine

b. self-assembly

c. serendipity

d. brain-machine interface

Nanotechnology Test

1. Who is generally credited with the first serious scientific claim
that manufacturing on the molecular or even the atomic scale was
possible? The claim was made at California Technical Institute and
was called, "There's Plenty of Room at the Bottom".

a. K. Eric Drexler

b. Ralph Merkle

c. Ed Regis

d. Richard P. Feynman



2. In 1986, Dr. K. Eric Drexler published a book for the layman
that gave a wide overview of the potential applications of
molecular nanotechnology in such areas as computing, medicine,
space science, and the military. What was the name of this ground-
breaking book?

a. The Atomic Cookbook

b. Smaller is Better

c. Engines of Creation

d. A Crowded Blueprint

3. A particular molecule of carbon made up of sixty carbon atoms
has received some press as a structure that shows promise as a
basic building block in the area of molecular manufacturing. What
is the whimsical non-technical name for these molecules?

a. Buckyballs

b. Nanocubes

c. Nanonodes

d. Fullerrods

4. What is the general name for the class of structures made of
rolled up carbon lattices?

a. Nanotubes

b. Nanosheets

c. Nanorods

d. Fullerrods

5. Nano, as a prefix, denotes what order of magnitude?

a. 10"-3

b. 10"-6

c. 10~-9

d. 10n-12

6. Wat is the term used in the field of nanotechnology to describe
an as-yet theoretical device that "will be able to bond atoms
together in virtually any stable pattern?"

a. Replicator

b. Assembler

c. Constructor

d. Stacker



7. In discussions of the potential of molecular nanotechnology, the
possibility has been posited that badly or maliciously designed
self-assembling structures could get out of control, and destroy or
disassemble all structures they encounter in their blind quest to
replicate. What is the term for such a structure or group of
structures?

a. Blue goo

b. Gray goo

c. Red goo

d. Green goo

8. Scientists discussing the potential of molecular nanotechnology
realized the possibility that self-assembling molecular constructs
could conceivably get out of control and destroy just about
anything. This led to the concept that other constructs could be
designed to neutralize and/or destroy the rogue substances before
they got out of hand. By what colorful term are these theoretical
"antibody" substances collectively known?

a. Gray goo

b. Blue goo

c. Red goo

d. Green goo

9. Many challenges exist to be overcome before molecular
manufacturing can truly reach maturity as an applied science.
Which of the following is such a challenge when designing
molecular machinery?

a. Thermal noise

b. Complexity of design

¢. Quantum fluctuation

d. All of these

10. As of public record at the end of 2002, which country was
making the greatest annual investment in molecular
nanotechnology research?

a. United States

b. Japan

c. South Korea

d. Russia



Appendix 11
Kak nucarb Hay4yHbId pedepart
MO-aAHTJIMUCKU

PedgepupoBanue

Pedepar (ot nart. refero - coobiar) - 3To KpaTKoe M3JI0KEHUE B
NUCBMEHHOM BUAE€ Wi B (opMe IMyOJMYHOTO JOKJajaa
CoJIepKaHUsl HAyYHOTO Tpyla U JIMTepaTypsl 1o Teme. B pedepate
u3JaraeTcs CoAep)KaHue MEeYaTHOro TpyAa C XapaKTepUCTUKOM
METO/IOB HCCIICOBAHUS, ¢ (PAKTHYECKUMH JTAHHBIMH M HTOTAaMHU
pabotsl. PedepupoBanue mpenmnonaraer BiaJ€HHE MacTepPCTBOM
COKpAILEHHUS TEKCTa MEPBUYHOIO MaTepuaa.

Pedepar Bximrouaer 6ubimorpadudeckoe onmucaHue MEPBUYHOTO
Marepuana, caMmy d4acTh (TeKcT pedepara), mnpuUMedaHUS
pedepeHta, ero  COOCTBEHHO€  MHEHHE  OTHOCHTEIBHO
0003peBaeMbIX BOIIPOCOB.

[Ipuctynas k pabore Hag pedeparoM, CHadasIa CAEAYET MPOUYNUTATh
UCTIOJIb3YEMbIe MaTe€pHabl, C IENbI0 TOHATh UX OCHOBHYIO HCIO
Wi OCHOBHble mTojoxeHus (Scheming reading). Ilocne
HOBTOPHOTO, 00J€e BHUMATENHFHOI'O aHAIUTHYECKOTO YTECHHUS TOTO
ke camoro Ttekcra (Close reading), cneayer HadaTh C
COCTaBJICHUS TJIaHA, BBIICIMB OCHOBHYIO HJICI0 PA0OTHI B LIEJIOM H
Kaxzaoro ab3ama B oTaensHocTd. [lamee, B kaxaoM a0zaie
(Logical unit) HaxomuM OJHO WJIM JBa TPEIUIOKCHHS, KOTOPBIC
MOJITBEPKIAIOT OCHOBHYIO MBICIIb KaXK/10H JTIOTHYECKON €MHUIIBI.
M3yuynB w mpopaboTaB  HCHONB3yeMbIE  MaTepwalbl, Bbl
npucTymnaere K pabore Hax cBouM pedeparomM. Mbl pekoMeHayeM
MIOCTPOUTH €ro0 TI0 CIEAYIOMIEMY IIaHy:

1. Ilens u mpeamer pedepara;

2. Metozp! paboThl;

3. XapakTepHucTHKa U COCTABICHUE HCIIOIb3yEeMbIX MaTEPHAIIOB;
4. Bamu coOCTBEHHBIE BBIBOJIBI.



Leab u npeamer pedepara

Jlis 0603HaueHus ey U rpeaMera pedepara MOKHO YIOTPEOUTh
cienyrwliue cyuiectsutenbHbie: the aim, the object, the purpose,
the task - menp, HasHaueHuwe, 3amada (ymorpeONsOTCS C
ONPENIETICHHBIM apPTUKJIEM, MOCKOJIbKY Mbl TOBOPUM HE O LIEJSAX
BOOOIIIE, a O eI JaHHOU PaboThI).

[Tpunararensubie main, chief, primary, principal (rnaBusiii,
OCHOBHOI1) MOTYT OINpEAENsATh CYIIECTBUTENIbHBIE aim, purpose,
etc.

Ecmn Bam Hamo cooOmmuTh 0 1enu cBoel paboThl, Bel Moxkere
HCIIOJIB30BATh CIAEAYIONIYI0 KOHCTPYKIIHIO:

Purpose, aim, etc. + be + The Infinitive

ITpumep:
The aim of the study is enp paboOThI COCTOUT B
to determine... orpeneneHud.../Llenpo paboTs

ABJIIETCS OTIPE/CIICHHUE. ..

[Ipu cooOmmeHuu o mpenMeTe uccienoBaHus Bam monamoOsTcs
CJIEYIOIIHE [JIaroJIbl:

Study - u3yuars, uccien0BaTh

Investigate -  TolaTenpHO,  BCECTOPOHHE  HCCIIENOBATh,
paccienoBarb

Examine - paccMaTpuBath, IpOBEPSITh, U3y4aTh

Analyze - u3y4ars, aHaIM3UPOBATH

Consider - u3yuaTs, paccMaTpuBaTh

Describe - onuceiBath

Discuss - 00cyxaaTb, u3naararb, NoJeMHU3UPOBAThH

QOutline - kpaTko ONKUCHIBATH, OYEPUUBATH

Obtain - nonyyars

Determine - onpeaensaTb, HAXOAUTh

Find - naxonutb, 0OHapYyXHBaTh

Establish - yctanaBiuBath, TOUHO ONPEACIISITh.

I[Ipu cocraBnennn pedepata Bam wMoryT moHaZOOUTHCS
CJIEIyIOIIHE COUECTAHMUS:

to undertake/ to perform a study - nccienoBats, U3y4arhb



to carry out an investigation - TpoBOJAUTH UCCIIETOBAHUE

to perform the analysis of - mpoBoauTE aHaMN3

to give the description of - naBats onucanue

to pay attention to - oOpamaThr BHUMaHUE Ha...

to emphasize/to give emphasis to/ to place the emphasis on -
MOIYEPKUBATh.

3HaueHne coYeTaHuU MOKHO YCUIIATH CIIEAYIOLMU
IpujarateJbHbIMU U Hapedusimu: particular, special, specific
ocoOblIii; great - OonblIOW; Pprimary - mEpBOCTENECHHBIN;
particularly, specially, specifically.

Metoasbl padoThI

Jlis  XapakTepUCTHUKUM MeToja (METOAMKH) paboThl MOXKHO
HCIOJIB30BATh CJICAYIOMUC CYIICCTBUTCIILHLBIC!
Method - meTon, crioco0

Technique - meToguka, TexHUKA, CITIOCOO
Techniques - meTonuka

Procedure - npuemM, nporieaypa, onepamus
Approach - nogxon, paccMoTpeHue

Differential method - 1uddepennmansHbIil MeTOT
Isotopic technique - u30TONHBINA METOT
Trial-and-error procedure - Mmetoa npo6 u oMok
Device - He601b1110# TPUOOD

Instrument - U3MepUTENBHBINA TPUOOP

Apparatus - annaparypa, anmnapaT

Equipment - o6opynoBanue

Set - ycraHOBKa, arperat

Unit - y3en ycTaHOBKH, arperar

Construction - coopyxeHue

Design - KOHCTpYKIIUS

Tool - opynue, npucnocobieHne

Facility - mpeameTsr 060py10BaHUsI, YCTPOKUCTBO.
BaM, BO3MOXHO, 6y,Z[YT MOJIC3HBI U CJICAYIOIUC NPHUIaraTCiIbHbBIC:
Direct, straightforward - npsamoit



Indirect - kocBEeHHBII

Elaborate - TmatensHO pa3paboTaHHBIN

Effective - 3¢ pexTuBHBIN, pe3yIbTaTUBHBIN

Efficient - s5xoHOMUYHBII

Versatile - paznocTopoHHUi

Valid - 060cHOBaHHBIN, UMEIOITUN CHUITY

Conventional - 00bI4HBII, OOIIENPUHATHII

Unconventional - HecTannapTHbIN

Convenient - y100HbI!

Sensitive - 4yBCTBUTEIbHBIN

Appropriate - moaxoasnui, COOTBETCTBYOLINNA

Ecnu nepen cymecrsurensHsiMu method, theory, effect, device
CTOUT UMS COOCTBEHHOE B POJUTEIHLHOM MaJIeKe, TO apTUKIIb HE
ynotpebsiercs: Seitz’s hypothesis, Hilbert’s method.

Ecin wums  coOcTBeHHOEe CTOMT B OO0mIEM Majexe, TO
ynotpebnsieTcsi ompeneneHHbii aptukib: the Hall effect, the
Boltzman factor.

IIpu ouenke paboTsl, MeTOja, Marepuasa Bam mnonanobsrcs
CYILIECTBUTEIIbHBIE:

Advantage, merit - TOCTOUHCTBO, TPEUMYIIIECTBO

Limitation, disadvantage, drawback - HenoctaTox, He0YET,
OrpaHUYEHHE.

XapaKkTepHCTHKA M CONMOCTABJIEHUE MCII0JIb3yeMbIX
MAaTepPUAJIOB

XapakTepusyss U OlleHMBas pabOTy, Mbl MOKEM YKa3blBaTb Ha
HOFpeLHHOCTI/I 158 OIJ_II/I6KI/I, HpI/I 3TOM I/ICHOJIBSYH cneﬂyfonme CcJIoOBa
M CJIOBOCOYETAHUS:

Error - omu0ka, morpemnHocThb

The source of the error - HICTOYHUK OIINOKHU

To be in error by some factor (by a factor of two) - 6517
HEBEPHBIM BO CKOJIBKO-TO pa3 (U JBa paza)

Errors are due to - ommOKH BEI3BIBAIOTCS



Errors arise due to - omimOKky BO3HUKAIOT U3-3a

The error effects - morpemHoCcTh BIUSAET HA

An error is introduced - omu0ka BKpagbIBacTCs

Reduce an error - yMeHbIIATh IOIPEIIHOCTD

Eliminate an error - ycTpaHsaTh IOTPEIIHOCTD

OCHOBHBIMU TJIaroJIaMu JUIsl BBIPAXKEHUSI CONTOCTABICHUS
ABISIIOTCA: compare with, make/give a comparison of...with -
CpaBHUBATH, IPOBOJIUTH CPABHEHHE C..., make/give a comparison
between...and... - TpOBOANTH CPABHEHUE MEXKITY...H...

[Ipu conocTaBaeHUH Y€ro-TO HOBOI'O, COBPEMEHHOT'O CO CTAPhIM
Bam MoryT moHagoOHUThCs CIEAYIONIUE CIOBA U BHIPAXKEHUSI:

At present - B HacTOsILIEE BPEMS, TEIIEPh

Recently - HegaBHO

Former - npexxuuit

Earlier, formerly, previously - panee, mpexe

A method generally (universally) used, employed, adopted -
00111eynoTpeOUTENBHBIN, OOIIETPUHATHI METO/

Inferred from - BeIBeICHHBIN U3, TOJTYUYCHHBIN U3

Differ from ...in/by/in that ... - oTIM4aTHCA OT... IO KAKOMY-

100 MPU3HAKY, CBOMCTBY; HA BEIMUMHY, YHCIOBOE 3HAUCHUE;
OTJINYATHCS TE€M, UTO...

[Ipu comnocraBieHUN MHEHHUS aBTOPA UCIOIb3YEMbIX MaTE€pPUAOB,
C OJIHOW CTOpPOHBI, U MHEHUS aBTOpa pedeparta, ¢ APyroil CTOPOHHI,
MOTYT OBITh TaKXE HCIIOIH30BaHBI CICAYIONINI BRIpAKCHHS: it is
well known that, as is known, according to, in his opinion, to
my mind, on the contrary, in turn, in the sense that, likewise,
in short, at the angle of, from his point of view, etc.

Bamu co0cTBeHHBbIE BHIBOAbI

[Tepexons k 3aKIOYUTENHHOM YacTu pedepara ¢ Bammmu
BBIBOJIaMH, MOKHO MCITOJIB30BATh CJICAYIONINE BHIPAKCHHUS:
Make, draw, reach a conclusion, come to a conclusion - genarp
3aKJII0ueHre (BbIBOI) OTHOCHTEIBHO. .



From the results it is concluded that - Ha ocHOBaHUM
MOJIyYEHHBIX PE3YJIbTATOB MPUXOJIUM K BBIBONY, UTO ...

Lead to a conclusion, make it possible to conclude that,
Concerning, as to... - IPUXOJNUTH K 3aKIIIOUYECHHUIO, /1aBaTh
BO3MOKHOCTb 3aKJIFOYUTh, UTO...

It may be noted that - MOXHO OTMETUTB, YTO

It may be stated that - Mmo>xHO yTBEpKIaTh, 4TO

Thus, therefore, consequently, as a result - Takum o6pazom,
CJIEIOBATENILHO, B PE3YyJIbTATE

B 3akitoueHne XOTHM J1aTh €111e HEKOTOPhIE PEKOMEHIAIUH:

1. Kak u3BecTHO, /Ui NMCbMEHHON Hay4yHOW MpPO3bl XapaKTEPHbI
CIIOXKHBIE CHHTAKCUYECKHE KOHCTPYKIIMH C MPUYACTHBIMH,
repyHAuaIbHbIMAU W HWH()UHUTUBHBIMH OOOpoTaMH. 3ajaya
3aKJI0YaeTcss B TOM, 4TOObI  MpeoOpa3oBaTh  CIIOKHBIE
MpeAJIoKEeHUsT B 00Jiee MPOCThIe, a TOCIEIHNE, B CBOIO OYepe/b,
COKpATUTh N0 “‘siApa MPEJIOKEHUS, TO €CTh, JI0 CJIOB, HECYIIUX
OCHOBHYIO cMbICIOBYI0 Harpy3ky (kernel sentences). [[yis Toro,
9TOOBl ~ COXpPAaHUTh  JIOTHUECKYIO  CTPYKTYpy  OpHTMHAaja,
HeoOxomuMo coenuHUTh mpennoxkenus: (kernel sentences) B
JIOTUYECKH TIIOCTPOCHHBIA PsiJi C IOMOIIBIO CBSA3YIOIIMX CJIOB
(connective words). K TakuM cioBaM MOKHO OTHECTH TaKHe, KaK:
then, therefore, thus, because, yet, moreover, as well as, also, in
the case of, consequently, hence, in order to, since, that is why,
nevertheless, however, besides, in addition to, etc.

2. Pedepat saBnsercsa Bameii nepBoit HayuHo#t paboToii. B koHue
pedepata HEOOXOAUMO TPEACTABUTH CIHUCOK HCIOIb3YEMBIX
Matepuainos (References), Bkirodaromuii:

a) Ha3BaHUE PabOThI;

0) roJ1 1 MECTO €€ M3JaHusl.



The List of Acronyms and Abbreviations

1. Al (Artificial Intelligence) - uCKyCCTBEHHBIN HHTEIIICKT

2. ALGOL (Algorithmic Language) - anropuTMHU4eCKUi S3BIK

3. API (Application Programming Interface) - mnpuxmamHoi
IpOTpaMMHBIH HHTEpdeiic

4. AR  (Automatic  Restoration) -  aBTOMaTH4ecKoe
BOCCTAHOBJICHHE

5. ATM (Automatic Teller Machine) - 6ankomar

6. BASIC (Beginner’s All Purpose, Symbolic Instruction Code) -
VHUBEPCAILHBIA ~ CUMBOJHMYECKUH  SI3BIK  JUISI  HAYMHAOIINX
POTPAMMUCTOB

7. COBOL (Common Business Oriented Language)
AITOPUTMUYECKUHN S3BIK [T SKOHOMHUECKUX U KOMMEPUYECKUX
3aja4

8. CPU (Central Processing Unit) - ieHTpaIbHBIN MPOIIECCOP

9. CRT (Cathode-Ray Tube) - anexrpoHHO-TyUeBas TpyoOKa

10. DBA (Database Administrator) - agmMuHHECTpaTOp 0a3bBI
TaHHBIX

11. DBMS (Database Management System) - cucrema
yIpaBiieHus: 6a3aMH TaHHBIX

12. DSS (Decision Support System) - cuctemMa TOIIEPKKH
MPUHSTHUS PEIICHU

13. EDP (Electronic Data Processing) - anekrpoHHas oO6paboTka
JTAHHBIX

14. FET (Frontier Enabling Technologies) - TtexHomoruwu,
OTKPBIBAIOIIME HOBBIE 00JIACTH

15. Fortran (Formula Translation) - anropuTMHYecKuil S3bIK IS
HAYYHBIX 33124

16. HCI (Human-Computer Interface) - unTtepdeiic “dgemoBek-
MaiuHa”

17. IBR (Image-Based Rendering) - penaepusr, BU3yaau3alus,
OCHOBaHHas Ha aHaJIN3€ N300paKeHUs



18. ICT (Information and Communication Technologies) -
MH(POPMALIMOHHBIE U TEJICKOMMYHHUKAIIMOHHBIE TEXHOJIOTHH

19.ID (Identificator) - uaentupukaTop

20. I/0 (Input-Output) - BBOA-BBIBO/T

21. 1Q (Intelligence Quotient) - ko3 PUITUEHT UHTEIIEKTA

22. IS/IT (Information system/information Technology) -
uH(pOpMallMOHHAsI cucTeMa/UH(POPMALIMOHHASI TEXHOJIOTHS

23.IST ( Information Society Technologies) - TexHOJOrMH HH-
(dbopMaImoHHOTO 00IIeCTBa

24. MIS (Management Information System) - agMuHUCTpaTUBHAs
MHPOPMALIMOHHAS CHCTEMA

25. MNT (Molecular Nanotechnology) - HaHOTEXHOJIOTHS Ha
MOJICKYJISIPHOM YPOBHE

26. MRI (Magnetic Resonance Imaging) - mnonydenue
n300paKeHHI OPTaHOB TeJa C TIOMOIIHI0 MAHUTHOTO PE30HAHCA
27. NASA (National Aeronautics and Space Administration) -
HanmonaneHOe ympaBieHHE IO a’pOHABTUKE M HCCIIEIOBAHHIO
KocMuueckoro npoctpanctea, HACA (CIIA)

28. OO0 (Object-Oriented) - 00bEKTHO-OPHUEHTUPOBAHHBIH

29. PC (Personal Computer) - nepcoHaibHbIf KOMIIBIOTED

30. PET (Positron Emission Tomography) - mno3uTpoHHO-
OYMHCCUOHHAs TOMOTpadust

31.PHP  (Personal Hypertext Preprocessor) - mepcoHanbHBINA
THIIEPTEKCTOBBIN 00pabOTUHK

32. RAM ( Random Access Memory) - onepaTiuBHas TaMsTh

33. RDBMS (Relational Database Management System) -
pEISIMOHHAs CUCTeMa yTpaBiieHUs] 0a3aMu TaHHBIX

34. SPM (Scanning Probe Electron Microscope) - ckanupyrommuii
AJIEKTPOHHBIA MHKPOCKOIT

35.  SQL  (Structured  Query  Language) -  s3BIK
CTPYKTYPHUPOBaHHBIX 3aIPOCOB

36. SSL ( Secure Socket Layer) - mporokon 0e30MacHBIX
COCTMHEHUN

37. WWW (World Wide Web) - “Bcemupnas mnaytuHa”,
rjo0anpHas TUIepTeKcToBas cucreMa MHTepHera
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